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ABSTRACT

Animal-based methods for assessing chemical toxicity are struggling to meet testing demands. In silico approaches, including
machine-learning methods, are promising alternatives. Recently, deep neural networks (DNNs) were evaluated and reported
to outperform other machine-learning methods for quantitative structure-activity relationship modeling of molecular
properties. However, most of the reported performance evaluations relied on global performance metrics, such as the root
mean squared error (RMSE) between the predicted and experimental values of all samples, without considering the impact of
sample distribution across the activity spectrum. Here, we carried out an in-depth analysis of DNN performance for
quantitative prediction of acute chemical toxicity using several datasets. We found that the overall performance of DNN
models on datasets of up to 30 000 compounds was similar to that of random forest (RF) models, as measured by the RMSE
and correlation coefficients between the predicted and experimental results. However, our detailed analyses demonstrated
that global performance metrics are inappropriate for datasets with a highly uneven sample distribution, because they show a
strong bias for the most populous compounds along the toxicity spectrum. For highly toxic compounds, DNN and RF models
trained on all samples performed much worse than the global performance metrics indicated. Surprisingly, our variable
nearest neighbor method, which utilizes only structurally similar compounds to make predictions, performed reasonably
well, suggesting that information of close near neighbors in the training sets is a key determinant of acute toxicity predictions.

Key words: machine learning; deep neural networks; random forests; variable nearest neighbor method; acute toxicity; QSAR.

Computational approaches for predicting chemical toxicity are
needed to keep pace with the increasing number of chemicals
for which toxicity assessment is required (Taylor et al., 2014;
Vogelgesang, 2002). These nontesting approaches are cost-
effective, can be scaled to address large data needs, and help to
reduce, refine, and replace animal testing. However, to realize
these benefits with any computational approach, its predictive
accuracy must be transparent and its applicability domain
clearly defined (Benfenati et al., 2011).

Increasing data requirements are apparent in the industrial
sector and for military preparedness. The initial data requirements

to support the REACH legislation in the EU could not have been
met without computational approaches, especially given the
restrictions on animal testing (Burden et al., 2015). Read-across
has proven to be a useful approach, which utilizes structural
analogs or chemical classes to estimate toxicity hazards (Ball
et al., 2014). Recent efforts have focused on optimizing these
approaches, using a standard set of rules to make toxicity esti-
mates (Ball et al.,, 2016). Although read-across proved useful in
supporting hazard identification for REACH, this type of ap-
proach is resource-intensive and not suitable for large-scale
screening initiatives.
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Table 1. Toxicity Categorization Criteria, Signal Words, and Labeling Symbols of the U.S. Environmental Protection Agency Office of Pesticide
Programs, and Distribution of Samples Among These Categories in the Acute Toxicity Datasets

Category I I Il and IV
Signal Word Danger Warning Caution
Symbol Skull & Crossbones No Symbol No Symbol
Skin LD50 (mg/kg) <200 200 < and < 2000 >2000
Oral LD50 (mg/kg) <50 50 < and < 500 >500

Rabbit skin toxicity dataset
Rat oral toxicity dataset
Mouse oral toxicity dataset

183 (10.4%)
1092 (10.5%)
981 (4.5%)

555 (31.8%)
2463 (23.8%)
5550 (25.5%)

1014 (58.1%)
6808 (56.7%)
15 245 (70.0%)

Considering that the CAS registry—the gold standard for
chemical substance information (https://www.cas.org/content/
chemical-substances; last accessed May 13, 2018)—currently
contains 133 million chemical substances with approximately
15, 000 new substances added each day (Chemical Abstract
Service Annual Report 2015, https://acswebcontent.acs.org/
annualreport/program_cas.html; last accessed May 13, 2018),
the Department of Defense (DoD) faces a formidable task in
maintaining readiness to chemical threats. The DoD recently
commissioned a National Academy of Sciences (NAS) report to
develop a strategy for addressing this data gap, using 21st cen-
tury predictive toxicology tools (NAS, 2015). The report recom-
mended a tiered testing strategy, using in silico profiling in early
tiers to aid in prioritizing and filtering large chemical lists.
Although quantitative structure-activity relationship (QSAR)
models hold promise to meet this need, their predictive accu-
racy requires careful assessment and optimization.

In recent years, deep neural networks (DNNs) have emerged
to outperform all other machine-learning methods in image
and speech recognition, and enabled unprecedented progress in
artificial intelligence. This success has spurred applications of
DNNs in many other fields, including QSAR modeling of molec-
ular activities. In 2012, the pharmaceutical company Merck
sponsored a Kaggle competition to examine the ability of mod-
ern machine-learning methods to solve QSAR problems in drug
discovery. The DNN approach was the method in many of the
winning entries in the competition. Merck researchers followed
this up in a detailed study that specifically compared the perfor-
mance of DNN models to that of random forest (RF) models, and
showed that DNN models could routinely make better prospec-
tive predictions on a series of large, diverse QSAR datasets gen-
erated as part of Merck’s drug discovery efforts (Ma et al., 2015).

Most published studies comparing the performance of DNN
to other machine-learning methods use global performance
metrics, such as the correlation coefficient or the root mean
squared error (RMSE) between the predicted and experimental
values of all samples. These metrics provide a convenient global
assessment of prediction performance; however, they may not
be appropriate for datasets in which the samples are unevenly
distributed across the activity spectrum. Unfortunately, most
chemical toxicity and drug discovery datasets have a highly un-
even distribution of samples. This is because the number of
highly toxic chemicals is small compared with the vast number
of existing chemicals. The situation is similar to chemical activ-
ity at a specific drug target, where the number of compounds
highly active at the target is small compared with all of the
chemicals tested. In both predictive toxicology and drug discov-
ery, the main goal of QSAR predictions is to help identify highly
active molecules. Global performance metrics, however, may be
biased toward the most populous and usually marginally active
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compounds, owing to an uneven distribution of compounds. To
examine the impact of such a distribution of samples on deep
and conventional (shallow) machine-learning methods, we
used 7 in vivo acute chemical toxicity datasets and 15 in vitro
molecular activity datasets of different sizes to evaluate the pre-
diction performance of DNN, RF, and our recently developed
variable nearest neighbor (v-NN) methods (Liu et al., 2012).

MATERIALS AND METHODS

Acute Chemical Toxicity Datasets

In this study, we used the acute chemical toxicity data in the
Leadscope Toxicity Database (http://www.leadscope.com/toxic-
ity_database/; last accessed May 13, 2018). These data were cu-
rated from the Registry of Toxic Effects on Chemical
Substances. To evaluate the impact of training set size on per-
formance, we initially used 4 datasets of varying sizes: rabbit
skin, rat oral, mouse oral, and mouse intraperitoneal toxicity
datasets with 2296, 15 752, 34 233, and 52 228 entries, respec-
tively. However, some entries in the database were incompati-
ble with QSAR studies and needed to be removed prior to
modeling. These included entries without associated molecular
structures as well as those of chemical mixtures and salt formu-
lations. After we removed these entries, the numbers of entries
for the corresponding datasets were 1745, 10 363, 21 776, and 29
476. Each entry contained a molecular structure and an experi-
mentally determined LD50 value in mg/kg. In complementary
calculations to broadly examine large in vivo toxicity datasets
(>2000 compounds) as well as model parameter selections, we
further included datasets of rat subcutaneous toxicity, mouse
subcutaneous toxicity, and mouse intravenous toxicity contain-
ing 2191, 4115, and 11 716 compounds, respectively. We stan-
dardized the molecular structures of all datasets by protonating
acids and de-protonating bases, and converted LD50 values
from mg/kg to log(mmol/kg) before model development and
performance evaluation.

To examine the distribution of toxic chemicals in the data-
sets, we used the criteria of the U.S. Environmental Protection
Office of Pesticide Programs for Classification and Labeling of
Chemical Hazards. Table 1 summarizes these criteria, as well as
the distribution of samples among the different toxicity catego-
ries for the acute toxicity datasets. It shows that in these data-
sets, only about 10% or less of the compounds were highly toxic
(category I), about 20%-30% had intermediate toxicity (category
II), and 60% or more had marginal or no toxicity (categories III
and IV). Currently, there is no official classification and labeling
criterion for acute injection toxicities. However, the LD50 distri-
butions of the 4 datasets presented in Figure 1 show that the
distribution of samples across the mouse intraperitoneal toxic-
ity spectrum is very similar to that of the oral and skin toxicity
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Figure 1. Distribution of samples for the 4 acute chemical toxicity datasets analyzed in this study.

datasets. The LD50 values of most compounds in the 4 datasets
are in the 0-2 log(mmol/kg) range.

In Vitro Molecular Activity Datasets

To compare and examine parameter choices as well as the behav-
ior of prediction models, we examined 15 in vitro molecular activity
datasets from the Merck Challenge (Ma et al., 2015). We down-
loaded the datasets (activity values and molecular descriptors),
the provided Python codes for data preprocessing, as well as the
published DNN models employing the recommended DNN archi-
tecture and hyperparameters. The data and Python codes for these
DNN models are available from GitHub (https://github.com/
RuwanT/merck; last accessed May 13, 2018); we used these to cre-
ate the corresponding Merck DNN models for the 15 datasets.

Details of Machine-Learning Methods Used in the Study

Deep neural networks. To develop DNN prediction models, we used
the open source Python library Keras (https://keras.io/; last
accessed May 13, 2018) on top of Theano (Al-Rfou et al., 2016) back-
end. We used the mean squared error (MSE) as the loss function
for regression, and probed the impact of multiple parameters,
dropout rates, optimizers, and initialization methods. Most default
parameters in Keras performed satisfactorily. Ultimately, we built
all fully connected feed-forward multi-layer neural networks with
the ReLU activation function for the input and hidden layers, the
Adam optimizer, a kernel initializer with a normal distribution,
and a dropout rate of 30% on all input and hidden layers. For each
dataset, we examined the performance of different network archi-
tectures, ie, the number of hidden layers and the number of neu-
rons in each hidden layer. In the end, we selected a single
architecture to build the DNN models for all of the datasets.

Random forests. To develop RF models, we used the Pipeline Pilot
implementation called Forest of Random Trees (http://accelrys.
com/products/collaborative-science/biovia-pipeline-pilot/; last
accessed May 13, 2018). The RF model for each dataset consisted
of 500 decision trees. The maximum tree depth was 50, and a
third of all molecular descriptors were tested as split criteria
within each tree. These and other parameters (not mentioned
here) are all default parameters of the RF module in Pipeline
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Pilot. The default parameters worked reasonably well in most
test scenarios. Therefore, we used them to develop RF models
for all of the datasets studied here.

Variable nearest neighbor. This method is based on the principle
that similar structures have similar activity. It gives a prediction
y for a compound as a distance-weighted average of all nearest
neighbors in the training set,

Zl 1y1 7?‘) .

1)
Yie (7)

y=

In this equation, y; is the toxicity of the ith nearest neighbor in
the training set, d; is the distance between the ith nearest neighbor
and the molecule for which v-NN is making a prediction, h is a
smoothing factor that modulates the distance penalty, and v is the
count of all nearest neighbors in the training set that satisfy the
condition d; < do, where do is a distance threshold that ensures
the validity of the similar structure-similar activity principle when
the distance between 2 molecules satisfies the condition. dy and h
are the only model parameters to be determined from the training
data. To predict the toxicity of a compound, v-NN searches
through currently available data to identify all qualified nearest
neighbors, and then uses Equation (1) to make a prediction. For a
given compound, v-NN does not give a prediction if there are no
qualified nearest neighbors.

Molecular descriptors. As pointed out by Shao et al. (2013), input
molecular descriptors have a considerable impact on predictive
performance. To ensure a fair comparison of different machine-
learning methods, the same set of descriptors should be used.
However, this is not always possible because some methods are
more suitable for certain types of molecular structure represen-
tation than others. Here, we used the circular extended connec-
tivity fingerprint with a diameter of 4 chemical bonds (ECFP_4)
(Rogers and Hahn, 2010). The Tanimoto coefficient (T), calcu-
lated with the ECFP_4 fingerprint, is known to be an excellent
measure of molecular similarity (Duan et al., 2010). For v-NN cal-
culations, we used 1 - T, as a metric of the distance between 2
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Figure 2. MSEs of increasingly deeper neural network architectures.

molecules. The T. value between 2 molecules ranges from 0, for 2
molecules not sharing any structural features, to 1, for 2 molecules
sharing all structural features. Accordingly, the Tanimoto distance
ranges from 1 to 0. On the one hand, because there are thousands
to tens of thousands of molecules in the acute toxicity datasets,
the number of unique molecular structural features present in the
datasets is potentially high. On the other, most molecules in the
datasets are relatively small with a limited number of unique
structural features. Therefore, the fingerprint of a given molecule
is sparsely populated by the unique structural features present in
the molecule. To speed up v-NN computations, we folded the

Downl oaded from https://academ c. oup. conftoxsci/article-abstract/164/2/512/ 4990897
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fingerprint to a fixed length of 2048 for Tanimoto distance calcula-
tions. Our calculations indicated that fingerprint folding has a neg-
ligible impact on the Tanimoto distance, because much longer or
shorter fingerprints produce similar Tanimoto distances.

For RF models, we used ECFP_4 fingerprints as input descrip-
tors without folding, because the RF approach can handle a large
number of input descriptors. To build each decision tree, RF mod-
els use only a subset of the input descriptors. These descriptors
are selected to give optimal splits of the training samples.

Because of the large number of weights to be determined in a
DNN model, the number of input descriptors has a marked
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Table 2. MSE and Correlation Coefficients (R and R?) Between Experimental and DNN-Predicted Log(LD50) Values Derived From 10-Fold Cross

Validation of Acute Toxicity Datasets

Merck DNN Parameters® DNN Parameters This Work®

In vivo datasets?® MSE R R? MSE R R?

Rabbit skin toxicity 0.45 0.56 0.31 0.44 0.54 0.29
Rat oral toxicity 0.39 0.74 0.55 0.37 0.75 0.56
Mouse oral toxicity 0.23 0.68 0.46 0.21 0.69 0.48
Mouse intraperitoneal toxicity 0.26 0.72 0.52 0.23 0.74 0.55
Mouse intravenous toxicity 0.27 0.71 0.50 0.27 0.71 0.50
Rat subcutaneous toxicity 0.67 0.61 0.37 0.64 0.61 0.37
Mouse subcutaneous toxicity 0.46 0.70 0.49 0.45 0.70 0.49

2All datasets were downloaded from LeadScope Toxicity Database.

Using Merck-recommended 2048: 4000: 2000: 1000: 1000: 1 architecture and hyperparameters.

Using the selected 2048: 300: 300: 30: 1 architecture and hyperparameters.
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Figure 3. Correlation coefficient (R) between v-NN-predicted and experimental
log(LD50) values and coverage, obtained from 10-fold cross validation calcula-
tions using different Tanimoto distance thresholds (do) and smoothing factors
(h) for the mouse oral toxicity dataset.

impact on computational cost. To ensure maximal comparability
between the DNN and v-NN approaches, we used a total of
2, 048 ECFP_4 fingerprint features as input descriptors for all data-
sets in performing DNN calculations. For each dataset, we selected
the 2048 fingerprint features according to the following procedure:

1. Identify all unique fingerprint features present in the whole
dataset;

2. Calculate the frequency of each fingerprint feature appear-
ing in the molecules in the dataset;

3. Select the fingerprint features appearing in 50% of the mole-
cules and those closest to 50% of the molecules, until the to-
tal number of selected features reaches 2048. This selection
process excludes the least important fingerprints, because it
de-selects fingerprint features that appear in all or nearly
none of the molecules.

Recent studies suggest that circular ECFP fingerprints are
particularly suitable for deep learning of molecular properties,
because training DNNs to learn a representation of molecular
structure, directly from graph representation, led to learned fea-
tures that were conceptually similar to circular fingerprints
(Kearnes et al., 2016).

Fingerprints for in vitro dataset analysis. Because Merck did not
disclose molecular structures for the 15 in vitro datasets, we
could not use ECFP_4 fingerprints for the corresponding v-NN
comparison. To circumvent this problem, we converted the
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provided atom-pair descriptors into a fingerprint format by
encoding only the presence or absence of atom-pairs and ignor-
ing atom-pair counts. This results in loss of information to a
certain degree, but allowed us to calculate and use different dos
for comparison with the v-NN predictions.

DNN network architecture. In our initial investigation, we per-
formed a large number of 10-fold cross validation calculations
on the rabbit skin, rat oral, mouse oral, and mouse intraperito-
neal toxicity datasets to probe the optimal number of hidden
layers and hidden neurons. A seemingly counterintuitive obser-
vation from these calculations was that neither a larger number
of hidden neurons nor a larger number of hidden layers neces-
sarily leads to better neural networks for regression problems.
This was previously observed in the Merck study on regression
performance (Ma et al., 2015), whereas the opposite was ob-
served for classification studies where deeper and wider net-
works generally performed better than shallower and narrower
ones (Koutsoukas et al., 2017; Lenselink et al., 2017). For the acute
toxicity datasets, a single-hidden layer with a small number of
hidden neurons performed as well as a DNN model with more
hidden layers and a much larger number of hidden neurons.
Figure 2 shows the MSEs between DNN-predicted and experi-
mental log(LD50) values in mmol/kg for the 4 representative
datasets. Figure 2A displays the results of single-hidden-layer
neural networks with different numbers of hidden neurons. For
all datasets, there were 2048 neurons in the input layers and
only 1 in the output layer—(ie, the predicted log[LD50]). We rep-
resent the architecture of the neural networks in Figure 2A by
2408: N: 1, where N is the number of neurons in the hidden
layer. Figure 2A shows that for all 4 datasets, neural networks
with a very small number of hidden neurons outperformed
those with a large number of hidden neurons. When the num-
ber of hidden neurons exceeds 300, the MSE can be markedly
larger than when it is 300 or less.

Figure 2B displays MSEs for neural networks with a 2048:
300: N: 1 architecture, ie, 300 hidden neurons in the first hidden
layer and a varying number of neurons in the second hidden
layer. With this architecture, the number of hidden neurons in
the second layer had a much smaller impact on prediction per-
formance than the number of hidden neurons in the first layer.
Furthermore, neural networks possessing a 2048: 300: N: 1 archi-
tecture outperformed those with the 2048: N: 1 architecture, in-
dicating that 2 hidden layers are better than one.

Figure 2C shows MSEs for neural networks with a 2048: 300:
300: N: 1 architecture. For all 4 datasets, a third hidden layer
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Table 3. MSE and Correlation Coefficient (R) Between the Predicted and Experimental Log(LD50) Values Derived From 10-Fold Cross Validation
Calculations With the 3 Machine-Learning Methods for the 4 Acute Toxicity Datasets

Dataset Rabbit skin toxicity Rat oral toxicity Mouse oral toxicity Mouse intraperitoneal toxicity

U-NN u-NN U-NN u-NN U-NN U-NN u-NN u-NN
Method RF DNN (do=1.0) (dp=0.6) RF DNN (dy=1.0) (dg=0.6) RF DNN (dp=1.0) (dg=0.6) RF DNN (dy=1.0) (do=0.6)

MSE 0.39 045 0.44 0.41 0.36 0.37 0.46 0.35 021 0.21 0.27 0.18 024 0.23 0.33 0.19
R 0.60 0.54 0.55 0.58 0.76 0.75 0.71 0.77 0.69 0.69 0.66 0.74 073 074 0.68 0.78
Coverage 100% 100%  100% 75%  100% 100%  100% 86%  100% 100%  100% 94% 100% 100%  100% 95%

Coverage is the fraction of compounds for which predictions are given by the methods employed. DNN, deep neural network; RF, random forest; v-NN, variable nearest
neighbor.

O RF M DNN [ y-NN,d,=1.0 B v-NN,d,=0.6

0.5 -

0.2 -

0.1

MO MIP

0.7 A

0.6 -
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Figure 4. MSE and correlation coefficient (R) between the predicted and experimental log(LD50) values derived from 10-fold cross validation calculations using the 3
machine-learning methods for 4 acute toxicity datasets. Detailed data for the figure are provided in Table 3. DNN, deep neural network; RF, random forest; v-NN, vari-
able nearest neighbor; RS, rabbit skin toxicity; RO, rat oral toxicity; MO, mouse oral toxicity; MIP, mouse intraperitoneal toxicity.

provided little to no performance enhancement. Hence, we de- Comparison of DNN models. In order to examine the choice of
cided to use the 2048: 300: 300: 30: 1 architecture in building our hyperparameters, we compared our DNN model results for all 7
final DNN models for all 4 datasets. The total number of weights in vivo acute toxicity datasets with DNN models built using the
to be determined in the model training process was 713 430 for hyperparameters from the Merck Challenge datasets (Ma et al.,
this architecture. 2015). Table 2 shows the correlation coefficients and MSEs
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Figure 5. Predicted versus experimental log(LD50) values for the rabbit skin toxicity dataset. The straight line is the identity line with a slope of unity. A data point on
this line indicates a perfect prediction. DNN, deep neural network; RF, random forest; v-NN, variable nearest neighbor.

between DNN-predicted and experimental log(LD50)s of the 7
datasets. Even though our DNN architecture (2048: 300: 300: 30:
1) is shallower and narrower than that of Merck’s (2048: 4000:
2000: 1000: 1000: 1), the results are nearly the same, indicating
that our DNN models are robust with respect to these
variations.

U-NN model parameters. In contrast to the large number of
weights to be determined for a DNN model, the total number of
parameters for a v-NN model is only 2: the Tanimoto distance
threshold do, and the smoothing factor h in Equation (1). To
determine their optimal values, we performed 10-fold cross vali-
dation calculations with all 4 datasets, using different combina-
tions of dop and h. Figure 3 shows the results obtained with the
mouse oral toxicity dataset. The results obtained with the other
datasets are similar and therefore not presented here. Figure 3
shows the correlation coefficient between the v-NN-predicted
and experimental log(LD50) values, obtained with different val-
ues of h, plotted against do. It also plots coverage (ie, the fraction
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of compounds for which v-NN can make predictions) as a func-
tion of do. The results indicate that h has a smaller impact on
prediction performance than does do, and that a value of 0.2 or
0.3 for h gives the best performance. Based on these results, we
set h to 0.3 for all v-NN calculations used in this study.

RESULTS AND DISCUSSION

Mean Metrics

To compare the predictions of the DNN, RF, and v-NN models,
we performed 10-fold cross validation calculations with each of
the 3 machine-learning methods for the 4 datasets. Because
both the DNN and RF models gave predictions for all input mol-
ecules, for the sake of comparison, we also set dy to 1.0 to pro-
vide v-NN predictions for every input molecule. As shown in
Equation (1), the prediction is simply a Tanimoto distance-
weighted average of all training set samples. In addition, we
also made v-NN predictions by setting d, to 0.6. Figure 3 shows
that at this Tanimoto distance threshold, the method
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Figure 6. Predicted versus experimental log(LD50) values for the rat oral toxicity dataset. The straight line is the identity line with a slope of unity. A data point on this
line indicates a perfect prediction. DNN, deep neural network; RF, random forest; v-NN, variable nearest neighbor.

demonstrated both reasonably high coverage and reasonably
good prediction performance, as measured by the correlation
coefficient, R, between the predicted and experimental values.
Table 3 and Figure 4 show the MSEs and R values between
the predicted and experimental values derived from 10-fold
cross validation calculations for the 4 datasets. Of the 3 models
giving predictions for all compounds, the RF model showed the
lowest MSE for the rabbit skin and rat oral toxicity datasets, an
MSE comparable to that of the DNN model for the mouse oral
toxicity dataset, and an MSE slightly higher than that of the
DNN model for the mouse intraperitoneal toxicity dataset. The
worst performer was the v-NN model with a Tanimoto distance
threshold of 1.0. However, setting the Tanimoto distance
threshold to 0.6 considerably improved the performance of the
v-NN model, as indicated by both the MSE and R values, espe-
cially for larger datasets. In fact, none of the methods performed
well for the smallest dataset, and all tended to improve in per-
formance as the dataset size increased. The results shown in
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Table 3 and Figure 4 corroborate a general observation that RF
models outperform DNN models for small datasets, but DNN
models improve with dataset size and outperform RF models
for larger datasets (mouse intraperitoneal toxicity in this study).
The requirement of large datasets arises from the large number
of parameters that need to be optimized in DNN models.

Detailed Analysis of Regression Predictions

As we stated in the introduction, most studies evaluating
machine-learning methods with a large number of datasets rely
on global performance metrics. However, performance meas-
ures calculated from an entire dataset may obscure the finer
details of prediction performance for datasets with an uneven
distribution of samples. Figures 5-8 display the calculated ver-
sus predicted log(LD50) values derived from 10-fold cross valida-
tion for all of the datasets. The predictions all showed a clear
tendency to underestimate toxicity for highly toxic compounds,
ie, the predicted log(LD50) values were considerably higher than
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Figure 7. Predicted versus experimental log(LD50) values for the mouse oral toxicity dataset. The straight line is the identity line with a slope of unity. A data point on
this line indicates a perfect prediction. DNN, deep neural network; RF, random forest; v-NN, variable nearest neighbor.

the experimental values when the latter were < -1.0.
Conversely, all of the predictions overestimated the toxicity of
nontoxic compounds, ie, the predicted log(LD50) values were
lower than the experimental values when the latter were >1.0.
This trend is best demonstrated by the v-NN results derived
with a Tanimoto distance threshold of 1.0.

The sample distributions shown in Figure 1 demonstrate
that for all 4 datasets, a majority of the samples are in the -1.0
to 1.0 log(LD50) range. Regardless of the method used, all predict
most of the compounds to be marginally toxic, because they un-
derestimate the toxicity of many highly toxic compounds and
overestimate that of nontoxic compounds—a trend that se-
verely limits the utility of machine learning for this application.
In this context, reducing the Tanimoto distance threshold from
1.0 to 0.6 markedly improved the performance of the v-NN mod-
els. Their predictions, which were more symmetrically distrib-
uted along the identity line in Figures 5-8, were even better
than those of the RF and DNN models. The trade-off is a lower
coverage of 75%-95% depending on the dataset size.
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Distribution of Prediction Errors

To examine the performance deterioration for highly toxic com-
pounds in more detail, we grouped the compounds into inter-
vals of 1 log unit along the experimentally measured toxicity
ranges, and calculated the MSE between the predicted and ex-
perimental values for compounds in each interval. Figure 9
shows the resulting percentages of compounds in log(LD50) unit
intervals. All 3 methods gave extremely good predictions for
compounds in the most populated intervals. As the number of
samples in a toxicity interval decreased; however, the predic-
tions worsened; that is, the MSE was inversely correlated with
the fraction of samples in the toxicity interval. This trend is a
result of the optimization criterion used to determine the model
parameters; when the criterion is designed to minimize overall
prediction errors (eg, MSE, RMSE), the most efficient way to
achieve it is to minimize the errors of groups with the most
samples. In this sense, a dataset of uniformly distributed sam-
ples is critical for developing high-performance models. This
does not pose a problem for some tasks, such as image
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Figure 8. Predicted versus experimental log(LD50) values for the mouse intraperitoneal toxicity dataset. The straight line is the identity line with a slope of unity. A
data point on this line indicates a perfect prediction. DNN, deep neural network; RF, random forest; v-NN, variable nearest neighbor.

recognition; if an object is under-represented in an image data-
set, one can always supply more images of that object to en-
hance its representation. However, this approach is not
feasible for toxicity datasets because the number of highly
toxic compounds is small relative to that of all compounds
available or tested. An analogous case is the search for potent
compounds at a drug target, a process vividly likened to look-
ing for a needle in a haystack. No matter how the chemicals are
selected, as long as they are structurally diverse with previ-
ously unknown toxicity, toxicity tests will demonstrate that
most of the compounds are marginally toxic and only a small
number are highly toxic. When all available compounds with
known toxicities are used to build a prediction model, the
resulting model will inevitably be biased toward the majority
class of nontoxic or marginally toxic samples and underper-
form for other samples.

Effect of Resampling on DNN Performance
Given the highly uneven sample distribution, in which margin-
ally toxic compounds greatly outnumber highly toxic ones, we
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further examined the impact of under-sampling of compounds
with marginal toxicity as a means to achieve a relatively even
sample distribution.

To achieve a relatively even sample distribution, we grouped
the samples within each half-log-LD50 increment along the tox-
icity spectrum. We then selected a maximum of 500 compounds
by structural diversity (as measured by ECFP_4 fingerprints)
from each group to make up the resampled training sets. Given
that the number of highly toxic compounds is extremely small
and most of the compounds have marginal toxicity in all of the
datasets (Figure 1), the resampled training sets have far fewer
compounds than the full datasets. Because the rabbit skin toxic-
ity dataset was too small, we performed under-sampling only
for the 3 larger datasets. This resulted in 3914, 3704, and 4233
compounds for the rat oral, mouse oral, and mouse intraperito-
neal datasets, which are considerably lower than the original
sizes of 10 363, 21 776, and 29 476, respectively.

Figure 10 presents the results of 10-fold cross validation us-
ing the DNN method for the 3 under-sampled datasets. It shows
that most highly toxic compounds were still predicted to be less


Deleted Text: -
Deleted Text: -
Deleted Text: . 
Deleted Text: -
Deleted Text: -
Deleted Text: three 
Deleted Text: , 
Deleted Text: , 
Deleted Text: , 
Deleted Text: ,
Deleted Text: ,
Deleted Text: ,
Deleted Text: three 

522 |

] RF B DNN

10 Rabbit skin toxicity dataset
=
x5
=

0

60 -
=40
% 20

0 4 y

P R A8 e oy 53
log(LD50)
15 g
Mouse oral toxicity dataset

10 A
=
4
-

5

0

60
=40
£
§ 20 -

0 7

U TIPS ST . B e
log(LD50)

ASSESSING DEEP AND SHALLOW LEARNING METHODS

v-NN, d, = 0.6

10 Rat oral toxicity dataset

5

MSE

5

i

20 4

.._
A . TV, SO, SR

log(LD50)

YSamples

AH'} 2

157 Mouse intraperitoneal toxicity dataset

lmmhm__m@

MSE

10
5
0

S

L

8

.

YSamples

A-Y

log(LD50)

Figure 9. MSE between predicted and experimental log(LD50) values and the percentage of compounds in each log unit interval. DNN, deep neural network; RF, random

forest; u-NN, variable nearest neighbor.

Rat oral toxicity
R=10.73, MSE =0.71

Mouse oral toxicity
R = 0.65, MSE = 0.77

Mouse intraperitoneal toxicity
R =0.72, MSE = 0.87

-
2 . b
.
: RN ;
z 1 . o ol d .
E . el s .
=) a .
EF 0 " s l‘.:n. :'. .
= * .;-".1‘ -
3 " oeee LI
4 1 P A -
£ :. 8 -, ‘? Y .;"
P . LY Ve « 3
z . . A ¢ .
& 2 e f i » -
- - -
Y O]
A
.
3 -
.
-4
-4 3 2 -1 0 1 2 3 7 = 3 - 1 3
Expil log(LD50) Expil log{LD50) Expil log{LD30)

Figure 10. Experimental versus DNN-predicted log(LD50)s derived from 10-fold cross validation using re-sampled datasets. The straight line is the identity line with a

slope of unity. A data point on this line indicates a perfect prediction.

toxic than their measured values, and the MSE values were 2 to
3 times larger than those of the original datasets (Table 3), pri-
marily because the performance for marginally toxic com-
pounds deteriorated markedly. Thus, the under-sampling
approach resulted in a considerable reduction in the number of
training samples, and did not improve the model performance
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for highly toxic compounds, but rather resulted in an overall de-
terioration in performance.

Global Versus Local Models
A contentious topic in QSAR research is whether to use a global
or a local model approach (Helgee et al., 2010; Sheridan, 2014;
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Figure 11. v-NN-predicted versus experimental log(LD50) values for the rat oral toxicity dataset. We made the predictions with different values for the Tanimoto dis-
tance threshold (do), which resulted in differences in coverage (%), correlation coefficient (R), and MSE.

Yuan et al., 2007). A global model approach uses all available
samples to build a single model that is supposed to be applica-
ble to all compounds. In contrast, a local model approach builds
multiple models based on the structural similarity of training
molecules, and makes predictions using the models most ap-
propriate for the target structures (Yuan et al., 2007). In princi-
ple, local models can be reasonably expected to give more
accurate predictions. However, large training sets with well-
formed structural clusters are required to develop a sufficient
number of reliable local models. In essence, the v-NN method
can be considered a local approach, because it is designed to
use only information of compounds in the training set that are
structurally similar to the target compounds in making predic-
tions. The hypothesis that local models can provide more accu-
rate predictions is corroborated by the results derived from our
v-NN calculations using different values for the Tanimoto dis-
tance threshold (do). As shown in Figures 5-8, reducing do from
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1.0 to 0.6 led to a small reduction in coverage and a marked im-
provement in prediction performance. To fully understand the
impact of do on prediction performance, we performed 10-fold
cross validation calculations using different values for do.
Figure 11 shows the results for the rat oral toxicity dataset. The
results for the 4 datasets examined in detail as well as for the 3
additional datasets are similar (Supplementary Figs. 1-4). They
indicate successive improvement in prediction performance
with successively lower values of do, albeit with successively re-
duced coverage. The loss of coverage was severe for the small-
est datasets, but small datasets were also problematic for the
DNN and RF models (Figs. 5-8).

In Vitro Molecular Activity Models

We further examined model performance for the Merck
Challenge data consisting of 15 in vitro datasets (Ma et al., 2015).
Table 4 shows the RMSE values between DNN-predicted and
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Table 4. RMSE? of DNNP and v-NN Predictions for the Merck Challenge Test Set Compounds

Dataset Molecules® Published? Posted® This Work! U-NN (do = 1.0)2 U-NN (do = 0.3)®
METAB 2029 21.78 23.19 22.89 27.43 23.40
HIVINT 2421 0.44 0.47 0.47 0.50 0.38
HIVPROT 4311 1.66 1.60 1.52 1.14 0.95
TDI 5559 0.40 0.41 0.38 0.46 0.38
THROMBIN 6924 2.04 2.10 1.90 1.76 1.48
0X1 7135 0.73 0.81 0.91 1.20 1.15
RAT_F 7821 0.54 0.55 0.55 0.62 0.50
DPP4 8327 1.30 1.68 1.45 1.25 1.16
PGP 8603 0.36 0.38 0.38 0.46 0.37
PPB 11622 0.56 0.57 0.57 0.76 0.62
CB1 11640 1.25 1.21 1.23 1.56 0.99
NK1 13482 0.76 0.76 077 0.79 077
0X2 14875 0.95 0.93 1.00 1.39 1.17
3A4 50000 0.48 0.50 0.49 0.46 0.37
LOGD 50000 0.51 0.51 0.55 0.94 0.72

#Among the RMSE values of the 3 DNN implementations, the lowest one for each dataset is indicated by a boldface value; the lowest RMSE of DNN and v-NN predic-

tions for each dataset is indicated by a underlined boldface value.
bWith Merck-recommended DNN architecture and hyperparameters.

‘Number of molecules in each dataset, including molecules in both the training (75%) and test sets (25%).

dpublished RMSE of Merck DNN models.
*RMSE of Merck DNN models posted on GitHub.
fRMSE of our implementation of Merck DNN.

8RMSE of v-NN calculated with a Tanimoto distance threshold of 1.0 for 100% coverage.
BRMSE of u-NN calculated with a Tanimoto distance threshold of 0.3 for improved performance but with reduced coverage.

experimental activities of the test set compounds as reported in
their paper, the results of reimplementing their published DNN
models posted on GitHub, and the results of our implementa-
tion of their DNN models. Owing to the nature of the stochastic
gradient descent optimization of network weights, each imple-
mentation of the same DNN model may result in a slightly dif-
ferent set of model parameters (weights). Nevertheless, the
RMSE values of all 3 implementations are in overall agreement,
with the published results having the lowest value for 7 data-
sets, the reimplementation posted on GitHub with the lowest
value for 3 datasets (including one tie with the published
results), and our implementation with the lowest value for 3
datasets. The observed minor differences—not unexpected be-
cause of the stochastic gradient decent optimization method
used—are materially insignificant.

We also performed v-NN calculations with different
Tanimoto distance thresholds, do, on the same datasets using
atom-pair fingerprints (see Materials and Methods section). We
made v-NN predictions for the test set compounds with dy set to
1.0 (for 100% coverage) or 0.3 (for reduced coverage and better
performance). The RMSEs of the test set compounds obtained
with do set to 1.0 or 0.3 were compared with those of the DNN
models in Table 4. Judging from the global performance metric
RMSE alone, the v-NN models with d, set to 1.0 for 100% cover-
age performed better than expected, as they achieved the low-
est RMSEs compared with the DNN models, for 4 of the 15
datasets. Because a v-NN prediction with d, set to 1.0 represents
a distance-weighted average of all training molecule activities,
the improvement is more a reflection of the unsatisfactory per-
formance of the DNN method than the superiority of the v-NN
method with dy set at 1.0. Although employing a reduced do of
0.3 markedly improved the RMSE of the v-NN method, this
came at the expense of reduced coverage, ie, predictions were
not given for compounds without qualified neighbors in the
training sets.
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In addition to the global performance metrics, we also exam-
ined details of the predicted versus experimental results at dif-
ferent activity ranges. Supplementary Figure 5 shows the
predicted activity plotted against the experimental activity for
the test set compounds in the 15 datasets. The plots show that
for 10 of the datasets, DNN predictions were clearly
“compressed,” ie, they underestimated the activity of highly ac-
tive compounds and overestimated that of inactive compounds,
resulting in predictions with an activity range narrower than
that for the experimental results. This is the same trend we ob-
served in DNN predictions of the acute in vivo toxicity datasets.
Figure 12 shows the actual versus predicted values for a few
extreme examples of in vitro molecular activity endpoints:
time-dependent 3A4 inhibition (TDI), log(rat bioavailability) at
2 mg/kg (RATF_F), inhibition of dipeptidyl peptidase 4 (DPP4),
and orexin 2 receptor (OX2) inhibition. In summary, our calcula-
tions using Merck DNN models on Merck in vitro datasets
showed a pattern of DNN predictions similar to that observed in
the in vivo animal toxicity data—underestimation of the potency
of highly active compounds, regardless of DNN model construc-
tion or choice of hyperparameters.

SUMMARY

Highly unbalanced datasets pose a significant challenge for
machine-learning methods in developing classification models
(Krawczyk, 2016). However, the impact of such datasets on re-
gression model performance has not been carefully investi-
gated. Most studies comparing the performance of machine-
learning methods on regression problems rely on the overall de-
viation between the predicted and experimental values of all
samples, as measured by the RMSE or MSE, without considering
the appropriateness of using an overall performance metric for
datasets with a highly uneven distribution of samples. In this
study, we examined the performance of 3 machine-learning
methods for 7 acute toxicity datasets varying in size and having
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Figure 12. Predicted versus experimental activity values of the test set compounds for the in vitro molecular activity endpoints of TDI, log(rat bioavailability) at 2 mg/kg
(RATF_F), inhibition of DPP4, and inhibition of 0X2, using the Merck-recommended deep neural network models. All prediction models show severe underestimation
of activity for highly active compounds and overestimation of activity for inactive compounds.

highly uneven distributions of samples across the toxicity spec-
trum. We demonstrated that a highly unbalanced dataset poses
at least as big a challenge for regression as it does for classifica-
tion. With a highly unbalanced dataset, the performance of
models trained on all available samples is highly biased toward
the most populous samples on the activity spectrum and
against samples with the highest and lowest activities.

This bias presents a significant challenge for applications in
predictive toxicology and drug discovery. Most datasets in these
research areas are highly unbalanced, because highly active
compounds for any desired target are rare and most compounds
are marginally active or inactive. This challenge must first be
surmounted before predictive toxicology can reliably identify
highly toxic compounds. Because highly toxic compounds are
rare relative to all compounds tested, models trained with all
available data may make markedly worse predictions for highly
toxic compounds than some overall performance metrics
suggest.

In light of the achievements of DNNs in artificial intelli-
gence, we expected them to perform better than shallow learn-
ing methods. To our surprise, the DNNs tested here did not
show better performance for developing regression models. A
plausible argument against this observation is that the datasets
we used were too small, given that DNNs perform like shallow
learning methods for small datasets but outperform other
methods for large datasets. However, owing to the cost of test-
ing chemicals, high-quality chemical datasets with more than
tens of thousands of compounds are rare or not publically
available.
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Counterintuitively, the v-NN approach—the simplest
method among the 3 studied here—performed reasonably well
in quantitative prediction of the toxicity of highly potent com-
pounds. Because a v-NN model does not provide predictions for
compounds without qualified nearest neighbors in the training
set, a plausible explanation for its better than expected perfor-
mance is that the Tanimoto distance threshold defines a good
applicability domain for the v-NN model, and by excluding pre-
dictions for compounds outside this domain, the overall perfor-
mance for the remaining compounds is elevated. This suggests
that the Tanimoto similarity may serve as a basis for .defining a
high-performance applicability domain, which is the subject of
an ongoing study

SUPPLEMENTARY DATA

Supplementary data are available at Toxicological Sciences
online.
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