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ABSTRACT: The quantitative structure−activity relationship
(QSAR) approach has been used to model a wide range of
chemical-induced biological responses. However, it had not
been utilized to model chemical-induced genomewide gene
expression changes until very recently, owing to the complexity
of training and evaluating a very large number of models. To
address this issue, we examined the performance of a variable
nearest neighbor (v-NN) method that uses information on
near neighbors conforming to the principle that similar
structures have similar activities. Using a data set of gene expression signatures of 13 150 compounds derived from cell-based
measurements in the NIH Library of Integrated Network-based Cellular Signatures program, we were able to make predictions
for 62% of the compounds in a 10-fold cross validation test, with a correlation coefficient of 0.61 between the predicted and
experimentally derived signaturesa reproducibility rivaling that of high-throughput gene expression measurements. To evaluate
the utility of the predicted gene expression signatures, we compared the predicted and experimentally derived signatures in their
ability to identify drugs known to cause specific liver, kidney, and heart injuries. Overall, the predicted and experimentally derived
signatures had similar receiver operating characteristics, whose areas under the curve ranged from 0.71 to 0.77 and 0.70 to 0.73,
respectively, across the three organ injury models. However, detailed analyses of enrichment curves indicate that signatures
predicted from multiple near neighbors outperformed those derived from experiments, suggesting that averaging information
from near neighbors may help improve the signal from gene expression measurements. Our results demonstrate that the v-NN
method can serve as a practical approach for modeling large-scale, genomewide, chemical-induced, gene expression changes.

■ INTRODUCTION

Quantitative structure−activity relationship (QSAR) modeling
has been routinely applied to predict a broad range of chemical-
induced biological responses.1 However, its ability to predict
chemical-induced gene expression changes in cultured cells has
only recently been investigated.2 A major obstacle to using this
approach in predicting transcriptional changes is the complexity
of the problem, given that the human genome consists of over
20 000 coding and noncoding genes. Even though the
expression levels of a subset of independent genes may be
sufficient to infer those for the remaining genes, because some
genes tend to be coregulated, recent studies indicate that
∼1000 independent genes are still required to properly
represent the expression patterns of the human genome.3

This means that a conventional QSAR approach needs to
generate at least ∼1000 models, one for each gene, to predict
genomewide changes in gene expression. A further caveat in
modeling gene expression changes is that data derived from
high-throughput measurements contain significant experimen-
tal variability. This can obscure the fundamental assumption of
the QSAR approachthat similar structures have similar
activitiesand undermine any modeling attempts. For
instance, Chen et al., in a comprehensive analysis of the
correlation between the similarity of molecular structures

among 11 000 compounds and the similarity of gene expression
patterns induced by these compounds, found that the
likelihood of two compounds with a Tanimoto similarity of
at least 0.85 showing similar gene expression profiles was only
20%.4 Nevertheless, they did show a correlation, albeit weaker
than expected,5 thereby providing a basis for further exploring
QSAR modeling of chemical-induced changes in gene
expression.
In a recent study, Hall et al. used the QSAR approach to

model chemical-induced gene expression by deploying multiple
machine learning methods in combination with over 30 000
molecular descriptors.2 They used the expression data of ∼1000
genesderived from the A673 cell line exposed to 175
compounds at 10 μM for 6 hto build ∼600 000 QSAR
models. They selected ∼20 000 of the best-performing models,
20 for each gene, as their final QSAR models. This brute force
approach, although impressive, is impractical because the
processes of building, storing, retrieving, and evaluating
600 000 static models require substantial computational
resources.
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We recently developed a variable nearest neighbor (v-NN)
method that only uses information from qualified near
neighbors to make predictions.6 This method does not require
the creation or storage of any static models, and has the
advantage that it can use up-to-date experimental data to make
predictions without retraining. The v-NN method is thus
potentially well suited for predicting genome-wide gene
expression changes.
In this study, we evaluated the performance of the v-NN

method in predicting expression changes of 987 genes in
cultured cancer cells, induced by exposure to 13 150 chemicals.
We derived a single parameter set that allowed our v-NN
method to predict gene expression signatures for 8154 of the
13 150 chemicals, in 10-fold cross validation, with a correlation
coefficient of 0.61 between the predicted and experimentally
derived gene expression values. We further compared the ability
of experimentally derived and v-NN predicted gene expression
signatures to identify drugs with the potential to cause human
organ injuries and found that the predicted signatures
performed at least as well as the experimental signatures. Our
work shows that a QSAR algorithm of low computational
complexity can serve as a practical approach to predicting
chemical-induced genomewide changes in gene expression.

■ MATERIALS AND METHODS
Gene Expression Data. To develop useful QSAR models,

data from a large number of compounds are required to train
and evaluate the models.7 To date, the largest gene expression
data set derived from a single experimental platform with a
consistent protocol is the one generated by the U.S. National
Institutes of Health Library of Integrated Network-based
Cellular Signatures (LINCS) program (http://www.
lincsproject.org/). This data set consists of changes in gene
expression levels derived from chemical treatments of different
human cell lines across a range of concentrations and treatment
durations, typically 5−10 μM for either 6 or 24 h. To reduce
costs, the LINCS program only monitored the expression levels
of 987 carefully selected genes, using the L1000 bead-based
technology. These genes are called “landmark genes”, as the
LINCS team uses their expression levels to infer the expression
levels of all other genes in the human genome. Thus, far, more
than 20 000 compounds have been tested, using multiple
replicates in different cell lines. The results of each chemical
treatment are expressed as z-values of the landmark genes
calculated from their expression levels across all chemical
treatments. The set of z-values of the landmark genes derived
from a chemical treatment is called the gene expression
signature of that treatment. Chen et al. analyzed 475 251
signatures of 11 000 compounds downloaded from the LINCS
Web site in September 2013 and found that the likelihood of
two compounds with a Tanimoto similarity of at least 0.85
having similar gene expression profiles was 20%.4 However, the
LINCS team has indicated that the signatures in the LINCS
data set are not all of the same quality; whereas roughly 50% of
the signatures are of high quality (termed the “gold” set), the
others are less reproducible.
Because every chemical treatment of a cell line results in a

gene expression signature, a single compound may have
multiple signatures in the LINCS data set. However, for the
purpose of modeling chemical-induced gene expression, each
compound should preferably have a single consensus signature.
Brueggeman and collaborators recently derived such consensus
gene expression signatures from the LINCS data and made

them publicly available at https://figshare.com/articles/L1000_
Drug_level_Consensus_Expression_Profiles/1476293/2. To
derive the consensus signatures, they developed a method in
consultation with the L1000 team. We briefly summarize this
method below:

(1) Use only the higher-quality gold data and, thereby,
remove ∼50% of the gene expression signatures that are
nonreproducible or indistinct from the LINCS data set.

(2) For a compound, calculate the Spearman correlation
coefficients between the signature of a treatment and the
signatures of all other treatments (replicates, doses,
treatment durations, and cell types).

(3) Calculate the mean correlation coefficient for each
signature and scale the mean correlation coefficients so
that they sum to 1. The scaled correlation coefficients are
the weights, wi, for calculating consensus profiles.

(4) To derive a consensus signature for a compound, the z-
value of a gene is calculated as a weighted average of the
z-values of all k treatments as
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This is a robust approach for generating consensus
signatures, because the contribution of an invidual signature
to the consensus signature is scaled by the correlation between
it and all other signatures. As a result, the signature most
dissimilar to the other signatures contributes the least. Using
this method, Brueggeman and colleagues created consensus
gene expression signatures for more than 14 000 compounds.
We downloaded these consensus signatures and mapped them
to well-defined molecular structures for 13 150 compounds. In
this study, we used the consensus signatures of these
compounds as the “experimental” gene expression data.

Machine Learning Method for Predicting Chemical-
Induced Gene Expression. There are multiple mechanisms,
most of which are unknown, by which a chemical can perturb
the biological state of a living cell and induce changes in gene
expression. Without knowing the molecular mechanisms, it is
impossible to develop mechanism-based prediction models.
The only principle we can rely on in a QSAR study is that
similar structures should plausibly elicit similar activities. Thus,
we base our prediction approach on information on structurally
similar compounds. From this perspective, the k-nearest
neighbor (k-NN) method is a reasonable choice, because it
always uses information on the k nearest neighbors to make
predictions.8 Mathematically, a k-NN prediction for the value y
of a test subject is calculated as
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In this equation, yi is the value of the ith nearest neighbor of the
test subject, di is the distance between the ith nearest neighbor
to the test subject, k is a constant number of nearest neighbors
whose information is used in the predictions, and h is a
smoothing factor that modulates the distance penalty, i.e., the
contributions of distant neighbors to the predictions.
With the k-NN method, once a distance metric is chosen, the

only model parameters that need to be determined with
training data are k and h. A shortcoming of the method, as
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applied to chemical activities, is that it always gives a prediction
for a compound based on information from k nearest
neighbors, irrespective whether the nearest neighbors are
structurally similar enough to ensure that their activities are
also similar. As an example, consider a training set consisting of
congeneric compounds, i.e., molecules belonging to the same
structural class (and therefore highly similar). A k-NN
prediction for a test compound of the same structural class
would be reasonably satisfactory, because there would very
likely be near neighbors in the training set with sufficient
structural similarity to the test compound to ensure that their
activities were also similar. However, if a test compound does
not belong to the same structural class and is structurally very
different from the training set compounds, the k-NN method
would be expected to perform poorly. In this scenario,
therefore, no prediction is better than a misleading prediction.
However, by design, the k-NN method always gives a
prediction no matter how structurally different the nearest
neighbors are from the test compound. To correct for this
shortcoming, we propose a modification to the method.6

Instead of using training data to determine k and h, we propose
to determine h and a distance threshold d0. The assumption
here is that when the distance between a training compound
and a test compound is greater than d0, the structural similarity
is insufficient to ensure that the two compounds have similar
activities; therefore, information on the training compound
should not be used in making predictions. Thus, instead of
using eq 2, we use the following equation to make predictions:
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where v is the count of all nearest neighbors that satisfy the
condition di ≤ d0 in the training set. This inevitably leads to a
variable number of qualified nearest neighbors for different test
compounds. Hence, we denote this construction as the variable
nearest neighbor (v-NN) method. When there is no qualified
nearest neighbor to a test compound, the method makes no
prediction. Thus, the distance threshold naturally defines an
intuitive applicability domain.
We have assessed the performance of the v-NN method for a

range of assay end points with satisfactory results.6,9−11 In these
studies, we examined different distance metrics and found that
the Tanimoto distance, derived from the extended connectivity
fingerprint with a diameter of 4 chemical bonds (ECFP_4),12

gives the best results. Therefore, we used the same v-NN
approach to develop prediction models for the chemical-
induced gene expression signatures presented here.

■ RESULTS AND DISCUSSION
Dependence of Prediction Performance on d0 and h.

To determine an optimal Tanimoto distance threshold d0 and
smoothing factor h for the v-NN method, we need to select a
performance metric. Owing to the nature of high-throughput
measurements, the resulting expression data contain significant
experimental variability (noise). It is not uncommon for the
results of repeated measurements of a specific gene under the
same condition to vary substantially.13 Hence, the closeness
between the predicted and measured values of individual genes
is not an ideal performance measure. Instead of the agreement
between predicted and consensus values of individual genes, we
used the correlation coefficient between the predicted and the

consensus z-values of all landmark genes in all compounds as a
performance measure. To determine the optimal d0 and h
values, we performed 10-fold cross validation calculations by
(1) splitting the consensus signature data set randomly into ten
equal-sized groups, (2) making v-NN predictions for one group
of compounds based on the consensus signatures of the other
nine groups, (3) repeating the process nine times so that every
group was predicted once, and (4) calculating the correlation
coefficient between the predicted and experimental consensus
signatures of all compounds.
We repeated the 10-fold cross validation calculations 25

times by systematically varying both d0 and h from 0.1 to 0.5 in
0.1-step increments. Figure 1 shows the resulting correlation

coefficients, together with the percentages of compounds for
which we could make a prediction (i.e., coverage) as a function
of the Tanimoto distance threshold. The best performance was
achieved with a Tanimoto distance threshold of 0.1, irrespective
of the smoothing factor. However, at this distance threshold,
the v-NN method had the lowest coverage (56%). Although
coverage increased with the Tanimoto distance threshold,
prediction performance, as measured by the correlation
between the predicted and consensus signatures, deteriorated.
In selecting optimal values for d0 and h, we need to balance
both the desired performance and the tolerated coverage.
With a Tanimoto distance threshold of 0.1, the highest

correlation coefficient between the predicted and consensus
signatures achieved by v-NN was 0.62. To place this value in
perspective, we examined the high-throughput data used to
generate the consensus signatures and the reproducibility of the
underlying experimental data used to create the v -NN model.

Correlation Between Consensus Signatures Derived
from Different Replicate Measurements. We assessed the
reproducibility of the consensus signatures by examining
compounds with a large number of replicate measurements in
the LINCS data set. Subsets of these measurements can be used
to create multiple consensus signatures for each of these

Figure 1. Performance of the v-NN method, as measured by the
correlation (R) between the predicted and consensus signatures of
13 150 compounds calculated with the smoothing factor fixed (0.1, 0.2,
0.3, or 0.4), plotted as a function of the Tanimoto distance threshold.
Coverage refers to the percentage of compounds for which v-NN
predictions can be made at a specific Tanimoto distance threshold.
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compounds and calculate correlation coefficients between the
signatures. This is not feasible for most compounds in the
LINCS data set, because under a specific condition (cell line,
compound concentration, and treatment duration), the stand-
ard protocol calls for three replicates for a given sample. The
results of replicate measurements might also have been
discarded if they did not satisfy quality control criteria. Thus,
most compounds in the LINCS data set have only a small
number of replicate measurements. However, the L1000 team
selected a small number of compounds whose gene expression
is highly reproducible and used these compounds as positive
controls. As a result, the gold data set contains a large number
of replicates of these compounds. For example, among the

treatments applied to PC3 cells at a chemical concentration of
10 μM for 24 h, there are 151 replicates of geldanamycin
(LINCS ID: BRD-A19500257), 138 of vorinostat (BRD-
K81418486), 135 of trichostatin-a (BRD-A19037878), and 105
of wortmannin (BRD-A75409952). These measurements afford
us the opportunity to assess the reproducibility of consensus
signatures created from a subset of replicate treatments.
We created consensus signatures for these compounds with

an increasing number of randomly selected replicate measure-
ments. We then calculated the mean and range of the pairwise
correlation coefficients of the consensus signatures created
from a fixed number of replicates. For all four compounds, the
mean correlation coefficients between consensus signatures

Figure 2. Correlation coefficients between consensus signatures of the same compound but derived from different numbers of replicate
measurements following chemical treatment of PC3 cells at 10 μM for 24 h. Only LINCS gold data were used to calculate the correlation
coefficients. Blue dots denote mean correlation coefficients, and red vertical bars show the range of correlation coefficients derived from sampling.

Figure 3. Heat maps of consensus and v-NN predicted gene expression signatures of 8154 compounds, which show coherence between the
consensus and predicted signatures. For purposes of visual comparison, the same hierarchical clustering order for chemicals and signatures derived
from the experimental signatures (left) was used to generate the corresponding heat map based on the v-NN predicated gene signatures (right).
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created from three replicates ranged from 0.5 to 0.7 and were
associated with the largest variability (Figure 2). As the number
of replicates increased, the mean correlation coefficient
increased with a concomitant reduction in variability. This
highlights the importance of replicate measurements for
generating statistically significant results. However, most
compounds were tested with a limited number of replicates.
Even with seven replicates, the correlation coefficient between
consensus signatures still ranged between 0.6 and 0.8.
Because these compounds were chosen as positive controls

owing to their good signal reproducibility and all replicate
measurements were performed using a single compound
concentration and the same treatment duration in a single
cell line, the signature reproducibility should be higher than
that for other compounds in the LINCS data set. Given these
considerations, a correlation coefficient of 0.6 between v-NN
predicted and consensus signatures of 13 150 compounds
(Figure 1), achieved with d0 and h both set to 0.20, is
comparable to the expected experimental reproducibility of the
consensus signatures. Thus, as the final v-NN parameters for
the study, we set d0 to 0.20 and h to 0.20. With these
parameters, the v-NN method had a coverage of 62% for the
13 150-compound data set and achieved a correlation
coefficient of 0.61 between the predicted and consensus
signatures (Figure 1).
Figure 3 gives a visual overview of the coherence between the

consensus and v-NN predicted gene signatures of 8154
compounds, in the form of clustered heat maps of the
experimental values and the corresponding predicted values
based on the same clustering order. Gross features of common
color clustering patterns were visible, although the correspond-
ence was not perfect, as might be expected from an overall
correlation of 0.61.
Performance of Predicted Signatures in Practical

Applications. Although the overall correlation between the
predicted and consensus signatures was comparable to that
between consensus signatures of the same compound derived
from repeated experimental measurements, the z-values of
individual genes in the predicted and consensus signatures may
differ considerably. Table 1 highlights a few extreme examples
in which the z-values of specific genes in the predicted versus
the consensus signatures markedly differed.
Given the difference in the predicted and the consensus z-

values of individual genes, an alternative way of gauging the
utility of the predicted signatures is to compare the perform-
ance of predicted and consensus signatures in applications that
use gene signatures as input to infer a biological effect. We
recently evaluated the feasibility of using gene expression
signatures to identify chemicals with the potential to cause

distinct and specific human organ injuries.14 Briefly, we
implemented the following procedure:

(1) We calculated the median z-values for LINCS signatures
derived from chemical treatment of VCaP cells as the
consensus signatures of the chemicals.

(2) For each compound, we selected the 50 landmark genes
with the highest median z-values as the genes
upregulated by the chemical and the 50 landmark
genes with the lowest median z-values as the genes
downregulated by the chemical. We considered the
remaining landmark genes to be unperturbed by
exposure to the compound.

(3) We identified drugs in the data set that were reported to
cause specific human liver, heart, and kidney injuries
upon chronic use.

(4) We used the drugs causing human organ injuries as
positives and the remaining chemicals in the LINCS
VCaP data set as baseline samples and developed
Bayesian models to score the chemicals in terms of
their potential to cause the same organ injuries. Extensive
cross-validation analyses indicated that the models
developed from the gene expression signatures per-
formed satisfactorily.

To evaluate the predicted gene expression signatures, we
built drug-induced human organ injury models based on the
consensus signatures, and compared the performance of the
predicted and consensus signatures in identifying drugs known
to cause these injuries. Details of the evaluation and results are
as follows:

(1) Among the consensus signatures, we identified 58 drugs
with a moderate to high risk of inducing long QT
syndrome from peer-reviewed publications,15−17 116
drugs that potentially cause liver cholestasis according
to the SIDER18 and OFFSIDE19 databases, and 109
drugs with the potential to cause interstitial nephritis
from a peer-reviewed publication.20

(2) We made v-NN prediction of gene expression signatures
for these drugs based on the consensus signatures, with
the model parameters d0 and h each set to 0.20. Because
some of the drugs did not have qualified nearest
neighbors, we could only make predictions for 23 of
the 58 drugs causing long QT syndrome, 43 of the 116
drugs causing cholestasis, and 39 of the 109 drugs
causing nephritis.

(3) We converted both the predicted and consensus
signatures into up- and down-regulated genes for each
compound. The 50 genes with the highest z-values were
considered as up-regulated, and the 50 genes with the

Table 1. Examples of Consensus and Predicted Signatures (Only the First Five Landmark Genes) Illustrating Different
Numerical Values of the Consensus and Predicted Signatures

consensus signature-derived LINCS gold data predicted signature based on molecular structure

drug name GNPDA1 CDH3 HDAC6 PARP2 MAMLD1 GNPDA1 CDH3 HDAC6 PARP2 MAMLD1

geldanamycina −6.7 16.1 6.3 −40.0 4.4 2.1 0.1 −5.3 −6.2 −0.2
doxorubicinb −6.5 11.3 5.9 −45.3 4.7 2.9 7.6 8.0 −32.2 8.6
altanserinc 2.5 −1.2 0.9 0.4 1.1 −1.8 −0.2 −2.2 −2.0 −1.1
ketanserind −1.8 −0.2 −2.2 −2.0 −1.1 2.5 −1.2 0.9 0.4 1.1
daunorubicine −2.0 3.0 2.2 −5.0 −0.5 3.1 7.4 6.2 −29.9 6.6

aLINCS sample ID: BRD-A19500257. bLINCS sample ID: BRD-A52530684. cLINCS sample ID: BRD-K00610438. dLINCS sample ID: BRD-
K49671696. eLINCS sample ID: BRD-A37630846.
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lowest z-values were considered as down-regulated. We
considered the remaining genes as unchanged.

(4) To build a drug-induced organ injury model, we
separated the drugs causing an organ injury into two
groups: a group without predicted signatures to be used
as training set positives and a group with both predicted
and consensus signatures to be used as test set positives
for comparing signature performance. We then randomly
split the remaining compounds in the consensus
signature data set, with 60% of the compounds to be
used as training set baseline samples and 40% as test set
baseline samples. We used consensus signatures as
descriptors and developed Bayesian models for predict-
ing compounds with the potential to cause the organ
injuries. We then used the models to examine the
enrichment of positive drugs in the test set based on their
consensus and predicted signatures separately. We also
used the models and signatures to calculate areas under
the receiver operating characteristic curves (AUCs).
Figure 4 shows how we split the data set for model

building and signature performance evaluation. We refer
the reader to our recent publication for additional details
on using chemical genomic signatures for Bayesian
modeling.14

Figure 5 presents enrichment curves of the predicted and
consensus signatures for drugs inducing long QT syndrome,
cholestasis, and nephritis, as well as the AUCs calculated from
the consensus and predicted signatures. The diagonal blue lines
represent the performance of completely random selection of
samples. The black and red curves represent the performance of
the models using the consensus and predicted signatures,
respectively. The greater the AUC values, the better the
signatures are at identifying drugs with potential to cause the
relevant organ injuries. The results indicated that the predicted
signatures performed at least as well as the consensus signatures
derived from experimental measurements.
A closer examination revealed that the predicted signatures

appeared to outperform slightly the consensus signatures in two
of the three cases. This was a counterintuitive result, given that
predicted data normally provide results that are less accurate
than the experimental data on which they are based. This
prompted us to examine v-NN predicted signatures in greater
detail.
Of the 23 long QT-inducing drugs with v-NN predicted

signatures, 15 had one qualified nearest neighbor in the
consensus signature data set and 8 had more than one near
neighbor. Similarly, of the 43 cholestasis-inducing drugs with v-

NN predicted signatures, 26 were predicted with one qualified
near neighbor and 17 with more than one qualified neighbor.
Finally, of the 39 nephritis-inducing drugs with v-NN predicted
signatures, 26 were predicted with one qualified neighbor and
13 with more than one qualified neighbor.
Because v-NN predictions are based on information from

qualified near neighbors, the predicted results are likely more
reliable with a greater number of qualified near neighbors. To
test this hypothesis, we separated the drugs with a single
qualified near neighbor from those with more than one
qualified near neighbor. We then recalculated the enrichment
curves and AUCs for the drugs using the v-NN predicted and
consensus signatures.
Figures 6, 7, and 8 show the resulting enrichment curves and

AUC values for the models of drugs inducing long QT
syndrome, liver cholestasis, and interstitial nephritis, respec-
tively. In identifying drugs with potential to induce long QT
syndrome, v-NN signatures predicted from one qualified near
neighbor performed comparably to the consensus signatures

Figure 4. Schematic showing the segregation of the consensus
signature data set of 13 150 compounds into a training set for
developing a Bayesian model of drug-induced organ injury and a test
set for comparing the performance of v-NN predicted signatures to
that of consensus signatures.

Figure 5. Enrichment curves for models of drug-induced long QT
syndrome (top), liver cholestasis (middle), and interstitial nephritis
(bottom) calculated with the consensus signatures (black curve) and v-
NN predicted signatures (red curve). The graphs show that the
performance obtained with the predicted signatures is similar to that
obtained with the consensus signatures derived from experimental
measurements. Area under the curve (AUC).
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(Figure 6a). In contrast, v-NN signatures predicted from more
than one qualified near neighbor performed significantly better
than the consensus signatures (Figure 6b). In identifying drugs
with the potential to induce liver cholestasis, v-NN signatures
predicted from one qualified near neighbor performed slightly
worse than the consensus signatures (Figure 7a), whereas those
predicted from more than one qualified near neighbor
performed slightly better than the consensus signatures (Figure
7b). Finally, in identifying drugs with potential to induce
interstitial nephritis, v-NN signatures predicted from one
qualified near neighbor performed nearly identically to the
consensus signatures (Figure 8a), and those predicted from
more than one qualified near neighbor performed slightly better
than the consensus signatures (Figure 8b).
In all three examples, the v-NN signatures predicted from

one qualified near neighbor were comparable in quality to
consensus signatures derived from experimental measurements,
whereas those predicted from more than one qualified near
neighbor showed better performance than the experimentally
derived consensus signatures. Overall, the quality of v-NN

predicted signatures was at least as good, if not better, than that
of the consensus signatures.
It may appear counterintuitive that v-NN signatures

predicted with information from more than one qualified
near neighbor are better than consensus signatures derived
from experimental measurements. As shown in Figure 2, owing
to variability in the high-throughput experimental data, a fair
number of replicates are needed to derive statistically reliable
results. If we assume that each consensus signature was
generated from three replicates on average and a v-NN
signature was predicted using three qualified near neighbors,
then the v-NN signature would have been based on information
from nine replicates. Thus, increasing the number of replicates
improves not only the statistical significance of the consensus
signatures, but also the quality of v-NN signatures predicted
with an increasing number of qualified near neighbors.

Efficiency of v-NN Method in Modeling Chemical-
Induced Gene Expression Changes. Compared to most
other machine learning methods, the distance-weighted v-NN
method is highly efficient. Using a single Intel Xeon E5-2665
processor E5-2665 (2.40 GHz), the method required 39 min to

Figure 6. (a) Enrichment curves and areas under the receiver
operating characteristic curve (AUC values) of the drug-induced long
QT model calculated with consensus signatures (black curve) and v-
NN signatures predicted with one qualified near neighbor (red curve).
(b) Enrichment curves and AUC values of the drug-induced long QT
model calculated with consensus signatures (black curve) and v-NN
signatures predicted with more than one qualified near neighbor (red
curve).

Figure 7. (a) Enrichment curves and areas under the receiver
operating characteristic curve (AUC values) of the drug-induced liver
cholestasis model calculated with consensus signatures (black curve)
and v-NN signatures predicted with one qualified near neighbor (red
curve). (b) Enrichment curves and AUC values of the drug-induced
liver cholestasis model calculated with consensus signatures (black
curve) and v-NN signatures predicted with more than one qualified
near neighbor (red curve).
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generate v-NN predictions for 13,150 compounds. The total
computing time, using the same single processor, for running
25 10-fold cross validation steps with d0 and h systematically
varied from 0.1 to 0.5 in 0.1-step increments was 23.7 h. This
calculation generated the data for Figure 1 and was the basis of
our selection of model parameters (d0 = 0.2 and h = 0.2).
Unlike most other machine learning methods, the v-NN
method does not build any static models. Furthermore, it uses
whatever data are available to make predictions. Thus, as new
data are generated from experimental measurements and made
available in a repository, v-NN predictions can use them
without retraining any model. This is a significant advantage,
especially for modeling many properties simultaneously,
because of the effort involved in training and retraining a
large number of models. For example, in modeling the same
978 landmark genes based on a data set of 175 compounds,
Hall et al. created ∼600 000 static models and evaluated their
performance to select the final ∼20 000 models.2 Although the
cost of digital data storage has declined steadily over the years,
storing and retrieving ∼600 000 static models may still be a
challenge for most computers. Retraining ∼600 000 models

periodically with increasing amounts of data from an increasing
number of compounds would be even more challenging.

Applicability of v-NN to Drug-Centered Biomedical
Research. The ability of the v-NN method to predict gene
expression signatures depends on the existence of qualified near
neighbors with experimentally derived gene expression
signatures. To assess the applicability of the method to drug-
like space, we downloaded the molecular structures of all
approved drugs (including those withdrawn from the market)
and investigational drugs in DrugBank on June 29, 2017. We
standardized the structures by retaining the largest discon-
nected fragments (thus removing counterions in salts),
protonating acids, deprotonating bases, and then removing all
replicate structures. We collected a total of 2491 structurally
unique molecules. Using a Tanimoto distance threshold of 0.20,
the v-NN prediction model made predictions for 1266 of
themrepresenting a coverage of roughly 51% of the drug-like
space. This coverage would be higher if approved inorganic
compounds, such as oxygen (O2), nitrogen (N2), carbon
monoxide (CO), carbon dioxide (CO2), and potassium
chloride (KCl), were excluded. In addition, the LINCS data
used in this study were all obtained experimentally a few years
ago. As additional LINCS data are released, the coverage will
naturally increase. In our previous studies, we have demon-
strated that not only coverage of v-NN predictions but also
prediction performance improves with increasing data set
size.10

■ SUMMARY
In this study, we evaluated the feasibility of using a distance-
weighted nearest neighbor method to predict chemical-induced
genomewide changes in gene expression. Building on the
principle that similar structures have similar activities, the
method uses information on only qualified neighbors to make
predictions, and in so doing defines a natural and intuitive
applicability domain. Computationally, the method is highly
efficient because it employs only two adjustable model
parameters that can be optimized based on the original training
data set. The method can take advantage of up-to-date
experimental data, as soon as they are made available and
incorporated into the data set used by the method, without the
need to retrain any model. This makes it different from most
other machine learning methods that require static models to
be created, stored, and periodically retrained to take advantage
of data derived from new experimental measurements.
Using the consensus gene expression signatures of over

13 000 compounds derived from the LINCS program, we
demonstrated that the signatures predicted from one qualified
near neighbor are similar in quality to experimentally derived
consensus signatures, whereas those predicted from more than
one qualified near neighbor are generally better than the
consensus signatures. Hence, the distance-weighted variable
nearest neighbor method provides a practical approach to
predicting chemical-induced gene expression, in terms of both
the reliability of the results and the computational resources
required.
Our results also suggest that the conclusion of Chen et al.,

that the likelihood of two compounds with a Tanimoto
similarity of at least 0.85 showing similar gene expression
profiles is only 20%,4 is at least partly compromised by the
variability of data in the full LINCS data set, which contains
both reproducible (high-quality) and nonreproducible (low-
quality) data. A comparison of the performance of v-NN

Figure 8. (a) Enrichment curves and areas under the receiver
operating characteristic curve (AUC values) of the drug-induced
interstitial nephritis model calculated with consensus signatures (black
curve) and v-NN signatures predicted with one qualified near neighbor
(red curve). (b) Enrichment curves and AUC values of the drug-
induced interstitial nephritis model calculated with consensus
signatures (black curve) and v-NN signatures predicted with more
than one qualified near neighbor (red curve).
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signatures and that of consensus signatures derived from the
gold set of LINCS data indicates a much higher probability of
two compounds having similar gene expression profiles when
their Tanimoto similarity is at least 0.80.
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