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A Strain Rate-Dependent
Constitutive Model for G€ottingen
Minipig Cerebral Arteries
Computational simulations of traumatic brain injury (TBI) are commonly used to
advance understanding of the injury–pathology relationship, tissue damage thresholds,
and design of protective equipment such as helmets. Both human and animal TBI models
have developed substantially over recent decades, partially due to the inclusion of more
detailed brain geometry and representation of tissues like cerebral blood vessels. Explicit
incorporation of vessels dramatically affects local strain and enables researchers to
investigate TBI-induced damage to the vasculature. While some studies have indicated
that cerebral arteries are rate-dependent, no published experimentally based, rate-
sensitive constitutive models of cerebral arteries exist. In this work, we characterize the
mechanical properties of axially failed porcine arteries, both quasi-statically (0.01 s�1)
and at high rate (>100 s�1), and propose a rate-sensitive model to fit the data. We find
that the quasi-static and high-rate stress–stretch curves become significantly different
(p< 0.05) above a stretch of 1.23. We additionally find a significant change in both fail-
ure stretch and stress as a result of strain rate. The stress–stretch curve is then modeled
as a Holzapfel–Gasser–Ogden material, with a Prony series added to capture the effects
of viscoelasticity. Ultimately, this paper demonstrates that rate dependence should be
considered in the material properties of cerebral arteries undergoing high strain-rate
deformations and provides a ready-to-use model for finite element implementation.
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Introduction

Traumatic brain injury (TBI) is a condition affecting both civil-
ian and military populations. Both human and animal models of
TBI have been used for years to improve understanding of brain
mechanics during TBI (e.g., Refs. [1–6]), providing insights that
lead to a better understanding of the injury–pathology relationship
[7], damage thresholds [8], and optimized protection devices,
such as helmets [9]. Cerebral blood vessels have been explicitly
modeled in finite element (FE) simulations of TBI with increasing
frequency in the last several years [10–13]. While the utility of
accounting for vessels to improve overall brain-strain predictions
has been debated, it is clear that they can dramatically influence

local strains. Models that explicitly include vessels plainly also
provide a platform to investigate mechanisms of TBI-induced
damage to the vasculature [14].

Because TBI produces deformations over a range of strain
rates, researchers typically represent brain tissue as rate-sensitive
in TBI models, whether as viscoelastic [4–6,8–10], biphasic [15],
or multiphasic [16]. However, no FE TBI model has used a rate-
dependent constitutive model for vessels. This is partially a result
of ambiguity as to whether or not blood vessels are rate-dependent
(see Monson et al. [17] for a more detailed discussion of rate
dependency in cerebral vessels) but is surely also due to the lack
of a published rate-dependent constitutive model appropriate for
the high strain rates associated with TBI [11]. As Bell et al. [18]
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observed an approximately three-fold increase in cerebral artery
failure stress between quasi-static (0.01 s�1) and high rate
(>700 s�1) groups, it is easy to imagine that neglecting rate stiff-
ening could substantially affect the model predictions, especially
in local regions proximal to arteries.

To facilitate the use of rate-dependent constitutive models of
blood vessels in FE simulations of TBI, we demonstrate strain
rate dependence of cerebral arteries from G€ottingen minipigs and
fit the data to a Holzapfel–Gasser–Ogden (HGO)-type model [19]
coupled with a Prony series to capture the observed viscoelastic-
ity. We anticipate that this work will help clarify the debate over
the presence of rate stiffening in cerebral arteries and provide a
model appropriate for implementation in FE models of TBI.

Materials and Methods

Overview. Nineteen quasi-static (0.01 s�1) and 38 high strain
rate (21 targeted at 150 s�1 and 17 targeted at 300 s�1) samples
were pulled axially to failure, with luminal pressure at either 80 or
120 mmHg. Stress–stretch curves were created from the collected
data, and constitutive models were fit to these curves.

Tissue Acquisition and Preparation. Fifty-seven middle cere-
bral arteries (MCAs) were resected from 24 G€ottingen minipigs.
The minipigs were euthanized by Beuthanasia overdose under the
approval of both the University of Utah Institutional Animal Care
and Use Committee and the Animal Use and Review Committee
at Ft. Detrick, MD. Immediately following death, the brain was
removed and placed in phosphate-buffered saline (PBS). Arteries
were then dissected from the surface of the brain, the attached
pia-arachnoid complex tissue was removed, and any side branches
were ligated with unwound 6-0 silk suture. Finally, rings were cut
from both ends of each sample, and the cross section of the rings
was imaged to provide reference wall dimensions.

Testing Apparatus. The testing device and protocol have been
previously described [18]. In brief, arteries were mounted to size-
matched cannulas and attached using 6-0 silk suture, with cyanoa-
crylate applied to tissue distal to the suture. Samples were sub-
merged in a bath filled with calcium-free PBS to inhibit smooth
muscle function. One cannula was mounted to a load cell assembly
(Fig. 1) consisting of a piezoelectric load cell (208C01, PCB Piezo-
tronics, Depew, NY) adjacent to the artery and a strain gage load
cell (model 31 250 g, Honeywell, Golden Valley, MN) on the fixed
end. The load cell assembly was attached to an X–Y stage used for
aligning needles. The stage was, in turn, mounted on a cork isola-
tion block that delayed mechanical noise produced in the high-rate
tests until after the artery had failed. For quasi-static motions, the
other cannula was attached to a voice coil linear actuator (AVM60-
25, Motion Control Products, Bournemouth, UK) with a built-in
encoder (1 lm resolution) for monitoring displacement. Images
were recorded at a sampling frequency of 3 Hz via a camera (PL-
A741, Pixelink, Rochester, NY) mounted on a light microscope
(2000 C, Carl Zeiss Microscopy, White Plains, NY). Luminal pres-
sure was monitored with a pressure transducer (26PCDFM6G,
Honeywell, Golden Valley, MN) located at each end of the vessel.
Target pressures were maintained via a syringe pump operating on
a closed-loop feedback controller for preconditioning, and then
changed to a simple water (PBS) column at the desired pressure for
the failure tests. Data were collected at a sampling frequency of
100 Hz on a Wheatstone bridge-specific data acquisition card
(SCXI 1520, National Instruments, Austin, TX) and digitized with
a scanning multiplexer (SCXI 1600, National Instruments).

The tester was reconfigured for high-rate tests after precondition-
ing the vessel. With the artery slightly buckled, the voice coil was
replaced by a cable routed over a pulley and attached to a drop
tower, as detailed previously [18]. A stop was placed against the ves-
sel side of the sled and secured to the sled with masking tape. A steel
ball was then dropped into a catchment attached to the cable, fractur-
ing the tape and rapidly transferring ball momentum to the vessel.
Images for the high-rate tests were recorded with a high frame-rate
camera (Phantom Miro EX4, Vision Research, Perth, Australia) at
25 kHz, and displacement was monitored optically. Data collection
was switched to a simultaneous sampling high sample-rate data
acquisition card (PXI 6133, National Instruments) at 250 kHz.

Experimental Protocol. Vessels were first preconditioned by
oscillating luminal pressure between 50 and 150 mmHg five times
at a low axial stretch. The pressure cycles were then repeated at
gradually increasing levels of axial stretch until changes in lumi-
nal pressure did not cause a change in axial force. This transition
point was considered the in vivo stretch [20]. The vessel was
finally preconditioned one additional time at a stretch of 1.10
times the in vivo length. Following preconditioning, vessels were
buckled, set to a luminal pressure of 80 or 120 mmHg, then pulled
to failure either quasi-statically (0.01 s�1) or at high strain rate
(150 or 300 s�1). As bathwater interferes in both the image acqui-
sition and the load signal, the bath was drained immediately
before failure for the high-rate tests. Vessels were out of saline for
no more than 30 s prior to failure.

Data Processing. While load signals were collected using both
strain-gage and piezoelectric devices, data from the strain-gage
load cell were used for all quasi-static motions as strain-gage load
cells are more stable over long time periods. Because strain-gage
load cells are mechanically excited at high strain rates, we used
data from the piezoelectric load cell for all high-rate deforma-
tions. We have previously shown that the strain-gage load trace
can be mathematically predicted from the piezoelectric load trace
using a linear mass-spring-damper model [18].

Microspheres were applied to the artery surface to act as fidu-
cial markers, but excessive motion of these markers relative to the
tissue during high-rate tests led us to define stretch as the suture-
to-suture stretch ratio. Outer diameter was identified at the same

Fig. 1 Image of tester setup. The piezoelectric load cell pro-
vides instantaneous load data and was used for high strain rate
measurements. The strain gage load cell provides a stable sig-
nal over long time frames and was used for all quasi-static
measurements. Images were recorded through an overhead
microscope (not pictured). For high rate deformations, a drop
tower replaced the voice coil as explained in Ref. [18].
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location in each image frame, smoothed across five image frames,
and then upsampled to match the data acquisition rate. Load data
were filtered with a fourth-order Butterworth filter [21].

Mean Cauchy stress was calculated with the assumption of
incompressibility and plane stress

Th ¼ pi
di

do � di

� �
; Tz ¼

kz

A
Fz þ

p
4

pid
2
i

� �
; Tr ¼ 0 (1)

where Th, Tz, and Tr are the circumferential, axial, and radial
stresses, respectively, kz is the current axial stretch, A is the refer-
ence cross-sectional area, Fz is the axial force, pi is the internal
pressure, and di and do are the inner and outer diameter. di was
calculated with the assumption of incompressibility.

Statistical Analysis. Two-way unbalanced analysis of variance
was used to identify significant changes in failure stress and
stretch due to differences in pressure and rate groups, making six
individual groups. Inhomogeneous variance was identified using a
Levene’s test. Therefore, a Games-Howell posthoc test [22] was
used for individual group comparisons. Analysis showed that nei-
ther the pressure groups nor the high-rate groups were statistically
different, so the pressure groups were consolidated and the 150
and 300 s�1 groups were combined, leaving two groups: quasi-
static and high rate. Statistical significance between these two
groups was calculated using a t-test with the Satterthwaite approx-
imation used to account for different variances between groups. A
p-value of 0.05 was used as the threshold of significance. A coeffi-
cient of determination (R2 value) was calculated to quantify model
performance [23]. This coefficient was identified for both the
entire dataset (all sample tests) and for the average curves.

Constitutive Modeling. Previous work in our lab has shown
cerebral arteries to be anisotropic [24,25]. As such, an HGO-type
model [19], with a Prony series added to capture the viscoelastic
response, was used to fit the data. The isothermal Helmholtz free-
energy equation for the hyperelastic function was decomposed
into dilatational ðWdilÞ and isochoric ðWisoÞ terms

W C; a0;1ð Þ ¼ Wdil Jð Þ þ Wisoð�C; a0;1Þ (2)

where C is the right Cauchy–Green tensor, a0;1 is the reference
fiber direction, J is the Jacobian of the deformation gradient, and
the isochoric portion of the right Cauchy–Green tensor �C is calcu-
lated as �C ¼ J�2=3C. As incompressibility was enforced, J was set
to one, and the dilatational stress was calculated using a Lagrange
multiplier enforcing a radial stress of zero such that

Wdil ¼ �p J � 1ð Þ (3)

The isochoric strain energy was further decomposed into isotropic
(Wisotr) and anisotropic (Waniso) terms

Wiso ¼ Wisotr
�I1ð Þ þWaniso

�I4; a0;1

� �
(4)

The isotropic response is represented by the Neo-Hookean model

Wisotr
�I1ð Þ ¼

l
2

�I1 � 3ð Þ (5)

where l is a constant and �I1 represents the first invariant of �C.
The anisotropic response Waniso is represented by an exponential
fiber stretch model. Here, we deviate from the standard HGO
model in two notable ways. While Holzapfel et al. split the artery
wall into adventitial and medial layers and then modeled each
layer separately, we treat the artery as a single layer with a single,
axially oriented fiber family representing the adventitial collagen
believed to be responsible for axial stiffness. While not

histologically accurate, we represent only the adventitial collagen
fibers because the model is intended to capture simple, primarily
axial vessel deformations similar to those explored in the
described experiments. As such, the anisotropic portion of the
free-energy function is represented by

Waniso
�I4ð Þ ¼

k1

2k2

exp k2
�I4 � 1ð Þ2

n o
� 1 (6)

Invariant �I4 is the isochoric fiber stretch value �I4 ¼ �C : A1, where
A1 is the structure tensor A1 ¼ a0;1 � a0;1. a0;1 represents the ref-
erence fiber direction along the axis of the artery.

Cauchy stress for a general hyperelastic function is calculated
by taking the derivative of the strain-energy function with respect
to the deformation gradient such that

T ¼ J�1F
@W
@F

(7)

When applied to the strain-energy function presented above, we
arrive at an elastic Cauchy stress that is the summation of each
decomposed component of the strain-energy function such that

T ¼ Tdil þ Tisotr þ Taniso (8)

where

Tdil ¼ �pI (9)

Tisotr ¼ lJ�1dev �bð Þ (10)

and

Taniso ¼ 2k1J�1 �I4 � 1ð Þexp k2
�I4 � 1ð Þ2

h i
dev �a0;1 � �a0;1ð Þ (11)

Here, the dev ðÞ operator refers to the deviatoric operator, defined
such that dev Að Þ ¼ A� 1=3trðAÞ, I is the identity tensor, and �b is
the ischoric portion of the left Cauchy-Green tensor. For a more
detailed description of the stress derivation, the reader is referred
to Ref. [26].

A Prony series was chosen to model the rate dependence of the
arteries. Prony series are commonly the model of choice to repre-
sent viscoelasticity in finite element packages [27,28]. Further-
more, many FE simulations of TBI use a Prony series to account
for viscoelasticity (e.g., Refs. [12] and [29]). The chosen formula-
tion for the Prony series [8,28,30,31] outputs a final stress T as a
function of the elastic stress Te and the time t, defined as

T tð Þ ¼
ðt

0

M1 þ
Xn

i

Miexp
�tþ s

si

� �" #
@Te

@s
ds (12)

Here, M1 is fixed at 1 such that Te is the long-term elastic
response, while scalars Mi and time constants si are fit parameters.
In this work, we first evaluate the model with a single Prony term.
To explore the effect of a broader relaxation spectrum, we then
consider a three-term model with additional s terms fixed an order
of magnitude higher and lower than the s term optimized in the
one-term model. The choice of a three-term model (rather than
two) allows for a balanced addition of time constants around the
initial one-term fit.

Model Fitting. Quasi-static data were fit to the hyperelastic
function. The parameters from this fit were then used to seed
hyperelastic parameters when the entire dataset was fit to the
viscoelastic model. The data were fit using MATLAB’s fmincon
algorithm minimizing the Manhattan distance (L1 norm) between
the model prediction and the experimental results for both the
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circumferential and axial directions. All samples were fit
concurrently.

Results

The resulting stress–stretch curves exhibit the highly nonlinear
response typical of arteries (Fig. 2). Similar to Bell et al. [18], we
observed more scatter in the high-rate data than in the quasi-static
data. Visually, there is a clear trend of rate dependence in the
data, although there is overlap between quasi-static and high-rate
tests.

No difference (p< 0.05) in failure stretch or failure stress was
found between the 80 and 120 mmHg groups for any of the quasi-
static, 150, or 300 s�1 groups. As such, data from both pressures
were combined into a single group at each strain rate for subse-
quent analysis. Similarly, no significant difference was identified
between the 150 and 300 s�1 groups, so these data were also com-
bined to create one high-rate group.

The quasi-static stress–stretch curves show generally lower
stresses than the high-rate curves, as seen in Fig. 2. Notably, the
high-rate average curve does not significantly (p< 0.05) separate
from the quasi-static curve until a stretch of 1.23. High-rate failure
stress (8.61 6 4.63 MPa; mean 6 std) was statistically greater than
quasi-static failure stress (4.94 6 2.56 MPa; p¼ 0.0005). High-
rate failure stretch (1.45 6 0.102) was significantly lower than that
of the quasi-static group (1.53 6 0.096; p¼ 0.007).

While we largely achieved the targeted high rates, strain rate
increased throughout the tests (Fig. 3). The 150 s�1 group had a
strain rate (mean 6 std) of 103 6 50.4 s�1 at the start of loading
(k ¼ 1) and a maximum strain rate of 317 6 53.5 s�1, while the
300 s�1 group had corresponding strain rates of 275 6 118 and
596 6 135 s�1 (Fig. 3).

The one-term Prony series model provides a reasonably accurate
representation of the data, including capturing strain rate stiffening
for the two different rate groups (Fig. 4). However, it overpredicts
stresses at low values of stretch and also slightly underpredicts
stress and stiffness at high stretches for high-rate deformations. The
fit model provides an R2 of 0.584 when evaluating variance of the
entire dataset but has an R2 of 0.921 when evaluating the amount of
explained variance in the average quasi-static and high-rate curves.

Values of the hyperelastic (rate-insensitive) model parameters fit to
the quasi-static data are somewhat similar to those identified when
fitting all data to the Prony series (Table 1), with the neo-Hookean
term l nearly identical, and the fiber-stress scalar k1 different by
approximately a factor of two. Interestingly, the three-term Prony
series converged to the same parameters as the one-term Prony
series, with the scale on the two additional time constants approach-
ing zero. As a result, it is not included in the plot.

Fig. 2 All axial experimental traces overlaid with average
curves (bold). Quasi-static data are presented in pink and high-
rate data in green. Asterisks (*) over the data are used to
identify stretch bins (spaced at 0.01 increments) at which the
experimental curves are significantly different (p < 0.05). Aver-
age failure stretch and stress are shown at the cross of the error
bars. Error bars represent standard deviation of stretch (hori-
zontal) and stress (vertical). Failure coordinates (stretch,
stress) are identified for two curves that extend beyond the
selected axis limits. Average curves become erratic once they
extend past the failure stretch of some individual arteries.

Fig. 3 Representative data for four arteries (top) demonstrate
increasing strain rates throughout the deformation; two traces
for each rate are shown to provide a sense for observed varia-
tion. Bar charts (mean6std) of the strain rate at the onset of
loading and the maximum strain rate achieved (bottom) define
strain rate distribution. Infinitesimal strain was used to deter-
mine strain rate.

Fig. 4 Quasi-static and high-rate model predictions (bold)
overlaid on all axial experimental data (dashed). Shaded
regions represent standard deviation.
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Discussion

The objectives of this paper were to evaluate the rate depend-
ence of G€ottingen minipig cerebral arteries and to present a con-
stitutive model that accurately simulates their response. Our
results show a clear trend of rate stiffening, with statistically sig-
nificant strain rate dependence of stress above a stretch of 1.23
and of both the failure stretch and failure stress values. With the
experimental conclusion that cerebral arteries are strain rate sensi-
tive, we modeled the experimental data as an HGO-type model
with a one-term Prony series that provides a reasonably represen-
tative prediction of the data.

Experiment. The identified rate-dependent difference in failure
stress supports the results found by Bell et al. [18] in rat MCAs,
yet contrasts with the findings of Chalupnik et al. [32] and Mon-
son et al. [33] in human cerebral arteries. We also find a rate-
dependent difference in failure stretch, which contrasts with our
previous work [18] reporting no change in the failure stretch of rat
middle cerebral arteries over five orders of magnitude of strain
rate; reasons for the dissimilar findings are unknown. From a dam-
age perspective, the identified change in failure stretch is notable
as it indicates that a stretch-based damage model that is insensi-
tive to strain rate, such as that used by Marino et al. [34], may not
be appropriate for high-rate deformations.

The identification of rate dependence only above a stretch of
1.23 is interesting. While reasons for this stretch threshold are cur-
rently unknown, we don’t believe it is necessarily the result of
inherent strain dependence in rate stiffening. Rate-dependent
changes in stress are determined by integrating rate-stiffened
responses over deformation, thus leading to smaller changes in
stress between rate groups at lower stretch values. Combined with
the inherently worse signal-to-noise ratio of the load cells at lower
loads, this integration of stiffness may lead to the observed visco-
elastic threshold. As a result, our observation could be consistent
with any mechanism of rate stiffening active over the full defor-
mation range of the tissue.

The presented data span roughly four orders of magnitude of
strain rate, investigating possible differences between quasi-static
tests and two distinct groups of high-rate data (150 and 300 s�1

targets). We found a significant difference between quasi-static
and high-rate groups, yet we did not find a difference between the
150 and 300 s�1 groups. While this indicates little change in stress
due to fluctuations in strain rate at high strain rates, the nature of
the progression of rate-stiffening between 0.01 and 100 s�1

remains undefined. Although strain rates of cerebral vessels in
TBI are largely undefined, brain tissue rates are reported to occur
within this unexplored range (e.g., Hardy et al. [35] found peak
strain rates in the range 6.9–146.5 s�1 in cadaveric human heads).

As a result, it is critical that future work define vessel response at
these intermediate rates.

The present experiment was setup to emphasize axial deforma-
tion, since we hypothesize that arteries are primarily loaded axi-
ally during TBI [17]. While we tested arteries at luminal pressures
corresponding to diastolic and systolic pressures, we did not con-
duct large deformation biaxial tests. These tests would clearly be
needed to furnish a model appropriate to describe large biaxial or
circumferential deformations. While we focus here on axial defor-
mations, recent TBI modeling work predicts that vessels experi-
ence significant deformations in both the axial and circumferential
directions [36], so future research should focus on accounting for
both.

It should be noted that experimental calculation of stress and
strain in this work is limited to mean wall stress. Furthermore, we
assume a biaxial stress state, resulting in a radial stress of zero
throughout the specimen. Although this is common for thin-
walled pressure vessels, it results in a physically impossible radial
stress of zero at the inner wall of the artery. These assumptions
mean that predictions of transmural stress variations using the pre-
sented model are not validated.

Another limitation related to large deformations is that the
radial stretch was not monitored. It is experimentally challenging
to measure radial stretch in small cerebral arteries, yet these data
are necessary to evaluate the appropriateness of the assumption of
incompressibility. Previous studies in our lab on both human [24]
and rat [18] cerebral arteries suggested that the incompressibility
assumption does not hold at large deformations (by virtue of
physically invalid predictions of internal diameter). While we did
not find such volume inversion in this study, further research is
needed to address the assumption of incompressibility in large
deformations of cerebral arteries.

Lastly, we did not perform a histological examination of colla-
gen fibers. A more complete experimental dataset would include
reference fiber directions for the medial fibers and dispersion
parameters for all fibers. These data will promote more micro-
structurally motivated constitutive models and likely aid in devel-
oping microstructurally motivated damage models.

Model. The presented model is fit up to the failure point of
each sample. It does not, however, model the failure itself, nor
does it simulate any damage prior to failure. The appropriateness
of the model for use at large deformations implies that it is accept-
able for use in FE models of TBI, including severe TBI where the
chance of hemorrhage is high. Furthermore, while Yu et al.
applied a viscoelastic model to cerebral arteries [37], ours is the
first such model fit to experimental data that accounts for rate
stiffening, an important feature given that we have shown the fail-
ure stress to increase by approximately 75% during high-rate
deformations.

We chose an HGO-type model for the hyperelastic portion of
the presented constitutive model due to its implicit representation
of the histological structure of the arterial wall (e.g., collagen
fibers). However, we only accounted for the axially oriented
adventitial fibers due to the axially dominant nature of our loading
protocol. This approach adequately represents our data but leaves
the definition of vessel response to large circumferential loading,
resisted by the circumferentially oriented medial fibers, for later
investigation. It must be pointed out that by neglecting the helical
collagen fibers in the media, the presented model is ill-equipped
to represent supraphysiologic loading in the circumferential direc-
tion, such as occurs in balloon angioplasty. Additionally, model-
ing collagen fiber dispersion has repeatedly been shown to
improve model behavior, with increased dispersion associated
with increased stiffness of the material [38]. Neglecting dispersion
in the present model may alter the progression of stiffening. As a
result of these limitations, it should be clear that the current mod-
el’s application is limited to applications where the deformations
are primarily axial.

Table 1 Model parameters for constitutive models fit to the
experimental data

Parameters Hyperelastic fit One-term Prony Three-term Prony

l (kPa) 70.6 71.0 71.0
k1 (kPa) 352 741 741
k2 5.75� 10�3 4.16� 10�2 4.16� 10�2

M1 1 1
M1 0.573 4.08� 10�11

s1 (s) 4.02� 10�2 4.02� 10�3

M2 0.573
s2 (s) 4.02� 10�2

M3 4.95� 10�11

s3 (s) 0.402
L1 error (MPa) 241 79.9 79.9

The “hyperelastic fit” was fit exclusively to quasi-static data, whereas the
models with Prony series were fit to all data. Notice that the three-term
Prony model fit is equivalent to the one-term Prony fit as evidenced by M1

and M3 approaching zero.
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We targeted strain rates of 150 and 300 s�1 for the high-rate
tests. We buckled the vessel and accelerated the fixturing as
quickly as possible to obtain these high rates. Unfortunately, the
acceleration was not complete by the time the vessel reached its
reference length. Although we could not achieve a constant strain
rate, the Prony series naturally accounts for the increasing strain
rates during the fitting process, since it acts on the time derivative
of stress. That said, the lower end of the stress–stretch curve is fit
to a lower strain rate than the upper end of the curve, limiting our
ability to infer strain dependent viscoelasticity.

Many modeling groups prefer to use a one-term Prony series
for computational simplicity. In contrast, we explored higher term
Prony series with additional time constants applied a decade
above and below the optimized one-term fit to evaluate if there is
a better fit with our data. We found that the optimization process
set the scalars on the additional Prony terms to zero, indicating
that a one-term Prony series is the most appropriate fit for our
data. The single time constant contrasts with the often discretized
[30] continuous spectrum of relaxation that has been used as a
complete description of tissue viscoelasticity for many years [39].

To further explore the utility of the higher-order Prony series,
we compare our model to variations with broader relaxation spec-
tra (Fig. 5). We consider a broader range of strain rates
(0.001–1000 s�1) than was explored in our experiments
(0.01–300 s�1). It should be clear that this extended version of the
model is not validated for use, but this exercise reveals some
interesting model characteristics. In particular, there is no discern-
able change in the predicted behavior between 0.001 and 0.1 s�1

or, similarly, between 100 and 1000 s�1, using the model with the
converged parameters reported in Table 1 (top plot). As a result,
the model is most sensitive to strain rate between 1 and 10 s�1. In
contrast, Prony series variations with the same lower and upper
bounds, but with larger ranges of time constants (middle and bot-
tom plots), demonstrate broader, more evenly distributed rate
sensitivity.

Interestingly, each presented model variation captures the gen-
eral rate dependence observed in our experimental data. However,
we do not currently know how rate dependence progresses
between the quasi-static and 150–300 s�1 groups reported in this
paper. It is also notable that there is no predicted strain rate sensi-
tivity above 100 s�1 in the fit version of the model (top), poten-
tially explaining the lack of observed difference between the 150
and 300 s�1 experimental groups. Fung’s [39] presentation of
quasi-linear viscoelasticity postulates low and high thresholds of
rate sensitivity, below and above which tissue properties are not
dependent on strain rate, so it may be that the high threshold of
sensitivity for this tissue is approximately 100 s�1. Alternatively,
as suggested by the third model (bottom), the order of magnitude
of the 150 and 300 s�1 strain rates may be too similar to discern
any rate-dependent changes in failure stress even if the upper
bound of rate sensitivity is above the rates presently tested. In any
case, it is clear that the inclusion of more time constants may be
needed to accurately model cerebral vessel rate dependence once
experimental data become available within this intermediate
range.

Conclusion

This work demonstrates that porcine cerebral arteries are strain
rate sensitive across the strain rates predicted in TBI. Addition-
ally, we provide the first experimentally based visco-hyperelastic
constitutive model of cerebral arteries ready to be applied to FE
models of TBI. This model is fit up to failure, making it appropri-
ate for investigating axially induced damage mechanisms in cere-
bral arteries as a result of TBI.
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