Gene Selection for Multi-Class Prediction of Microarray Data
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Abstract

Gene expression data from microarrays have been successfully applied to class prediction, where the purpose is to classify and predict the diagnostic category of a sample by its gene expression profile. A typical microarray dataset consists of expression levels for a large number of genes on a relatively small number of samples. As a consequence, one basic and important question associated with class prediction is: how do we identify a small subset of informative genes contributing the most to the classification task? Many methods have been proposed but most focus on two-class problems, such as discrimination between normal and disease samples. This paper addresses selecting informative genes for multi-class prediction problems by jointly considering all the classes simultaneously. Our approach is based on the power of the genes in discriminating among the different classes (e.g., tumor types) and the existing correlation between genes. We formulate the expression levels of a given gene by a one-way analysis of variance model with heterogeneity of variances, and determine the discriminatory power of the gene by a test statistic designed to test the equality of the class means. In other words, the discriminatory power of a gene is associated with a Behrens-Fisher problem. Informative genes are chosen such that each selected gene has a high discriminatory power and the correlation between any pair of selected genes is low. Test statistics considered in this paper include the ANOVA F test statistic, the Brown-Forsythe test statistic, the Cochran test statistic, and the Welch test statistic. Their performances are evaluated over several classification methods applied to two publicly available microarray datasets. The results show that Brown-Forsythe test statistic achieves the best performance.

1. Introduction

DNA microarrays provide a very effective approach to interrogate hundreds or thousands of genes simultaneously. Such high throughput capability offers great opportunities in terms of data collection but also poses great challenges in terms of analyzing the data and transforming the data into useful information. Essentially, microarrays provide information about the expression level of the genes represented on the array. Such gene expression profiling has been successfully applied to class prediction, where the purpose is to classify and predict the diagnostic category of a sample by its gene expression profile [5, 6, 14, 16]. Various machine learning methods are currently used for class prediction. However, the task of prediction by microarrays is challenging. One main reason is that the number of genes is large but the number of samples is relatively small. As a consequence, one basic and important question required to be answered is: how do we identify a small subset of informative genes (or features) contributing most to the classification task?

Performing feature selection is essential in microarray prediction problems. High-dimensional problems usually involve higher computational complexity and larger prediction errors. Besides, a large number of genes usually comprise many irrelevant genes with respect to classification and sometimes can skew the result [7]. Furthermore, because the number of genes is much larger than the number of samples, one can find features that discriminate by chance.

Many methods have been proposed to select informative genes in microarray data analysis. They include TNoM score [1], naive Bayes global relevance method [3], non-parametric scoring [13], information gain [19], and t-score [20]. Most recently, Lee et al. [8] obtained informative genes through a Bayesian variable selection approach, and Li and Grosse [10] conducted gene selection based on the
In this paper, we address selecting informative genes for multi-class prediction problems by jointly considering all the classes simultaneously. Our approach is based on the power of the genes in discriminating among the different classes (e.g., tumor types) and the existing correlation between genes. We formulate the expression levels of a given gene by a one-way analysis of variance model with heterogeneity of variances, and determine the power of the gene in discriminating between classes by a test statistic designed to test the equality of the class means. Naturally, one would like to choose as informative genes those genes having high discriminatory power. However, selecting the high power genes may involve correlated genes, based on the correlation. There is not much additional information added to the prediction task if correlated features are kept. Therefore we may need to discard irrelevant genes. Our final list of informative genes should be chosen such that each selected gene has a high discriminatory power and the correlation between any pair of selected genes is low. Our gene selection procedure depends on the choices of the test statistics. Different test statistics may lead to different sets of informative genes. For this reason, we study four test statistics in this paper. These test statistics are extensions of the t-statistic used in the two-class prediction problems.

The paper is organized as follows. In Section 2, we describe statistical models for gene expression levels, test statistics, and our approach to select genes using discriminatory power and correlation. In Section 3, we investigate the effect of test statistics on the classification results by using our gene selection approach and several machine learning techniques applied to two publicly available microarray datasets. Conclusion and future research activities are discussed in Section 4.

2. Models and Methods

In this section, we will first introduce general statistical models for gene expression values and describe test statistics for testing the equality of the class means. We then present our approach to select informative genes using discriminatory power and correlation.

2.1. Statistical Models

Assume the prediction problem involves \( k \) (\( \geq 2 \)) distinct tumor tissue classes, \( p \) genes, and \( n \) tumor mRNA samples (observations). Furthermore, suppose that \( X_{rs} \) represents the measurement of the expression level of the \( r \)th gene from the \( s \)th sample for \( r = 1, \ldots, p \) and \( s = 1, \ldots, n \). In terms of an expression matrix \( \mathbf{G} \), we may write

\[
\mathbf{G} = \begin{pmatrix}
X_{11} & X_{12} & \cdots & X_{1n} \\
X_{21} & X_{22} & \cdots & X_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
X_{p1} & X_{p2} & \cdots & X_{pn}
\end{pmatrix}
\]

The columns and rows of the expression matrix \( \mathbf{G} \) correspond to samples and genes, respectively. Given a fixed gene, let \( Y_{ij} \) be the expression level from the \( j \)th sample of the \( i \)th class. Note that these \( Y_{ij} \) come from the corresponding row of \( \mathbf{G} \). For example, for gene 1, \( Y_{ij} \) are a rearrangement of the first row of \( \mathbf{G} \). Schematically, the expression levels \( Y_{ij} \) look like the following:

<table>
<thead>
<tr>
<th>Classes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_{11} )</td>
<td>( Y_{12} )</td>
<td>( Y_{13} )</td>
<td>( \cdots )</td>
<td>( Y_{1k} )</td>
<td></td>
</tr>
<tr>
<td>( Y_{21} )</td>
<td>( Y_{22} )</td>
<td>( Y_{23} )</td>
<td>( \cdots )</td>
<td>( Y_{2k} )</td>
<td></td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \ddots )</td>
<td>( \vdots )</td>
<td></td>
</tr>
<tr>
<td>( Y_{n1} )</td>
<td>( Y_{n2} )</td>
<td>( Y_{n3} )</td>
<td>( \cdots )</td>
<td>( Y_{nk} )</td>
<td></td>
</tr>
</tbody>
</table>

For a given gene, we consider the following general model for \( Y_{ij} \):

\[
Y_{ij} = \mu_i + \epsilon_{ij}, \quad \text{for} \quad i = 1, 2, \ldots, k; \quad j = 1, 2, \ldots, n_i
\]

with \( n_1 + n_2 + \cdots + n_k = n \). In this model, \( \mu_i \) is a parameter representing the mean expression level of the gene in class \( i \), \( \epsilon_{ij} \) are the error terms such that \( \epsilon_{ij} \) are independent normal random variables and \( E(\epsilon_{ij}) = 0, V(\epsilon_{ij}) = \sigma^2 \), for \( i = 1, 2, \ldots, k; \quad j = 1, 2, \ldots, n_i \).

Note that if the variances are equal, i.e., \( \sigma_1^2 = \sigma_2^2 = \cdots = \sigma_k^2 \), then the above model is simply the commonly used one-way ANOVA model. For the microarray data, heterogeneity in the variances may be more realistic, since different \( \sigma_i \) may describe different variation of the gene expression across classes.

One of the main tasks associated with the above model is to detect whether or not there is some difference among the means \( \mu_1, \mu_2, \ldots, \mu_k \). For the case of homogeneity of variances, the well known ANOVA \( F \) test is the optimal test to accomplish the task [9, 12]. However, with heterogeneity of the variances, the task is challenging and is closely related to the well known Behrens-Fisher problem [15]. When the sample sizes in all classes are equal, i.e., \( n_1 = n_2 = \cdots = n_k \), the presence of heterogeneous variances of the errors only slightly affects the \( F \) test. That is not the case when the sample sizes are unequal [11]. The actual type I error is inflated if smaller sizes \( n_j \) are associated with larger variances \( \sigma_j^2 \), and the significance levels are smaller than anticipated if larger sizes \( n_j \) are associated with larger variances \( \sigma_j^2 \). This indicates that for extreme value distribution. We note that the majority of the discussions on gene selection have focused on two-class problems such as the discrimination between normal and cancerous samples.
Our model, the $F$ test may not be appropriate for testing $H_0 : \mu_1 = \mu_2 = \ldots = \mu_k$ versus $H_1 : \text{not all the } \mu_i \text{ are equal. Therefore, some alternatives to the } F \text{ test are worth investigation.}

### 2.2. Test Statistics

We consider the following four test statistics.

a) ANOVA $F$ test statistic [12]. It is defined as

$$F = \frac{(n-k) \sum n_i (\bar{Y}_i - \bar{Y})^2}{(k-1) \sum (n_i - 1) s_i^2},$$

where $\bar{Y} = \sum_{i=1}^{n_i} Y_{ij} / n_i$, $\bar{Y}_i = \sum_{i=1}^{n_i} Y_{ij} / n_i$, and $s_i^2 = \sum_{i=1}^{n_i} (Y_{ij} - \bar{Y}_i)^2 / (n_i - 1)$. For simplicity, we use $\sum$ to indicate the sum is taken over the index $i$.

b) Brown-Forsythe test statistic [2]. It is given by

$$B = \frac{\sum n_i (\bar{Y}_i - \bar{Y})^2}{\sum (1 - n_i / n) s_i^2}.$$

c) Cochran test statistic [4]. It is defined as

$$C = \sum w_i (\bar{Y}_i - \bar{Y})^2$$

with $w_i = n_i / s_i^2$ and $h_i = w_i / \sum w_i$.

d) Welch test statistic [17] $W$ defined to be

$$\frac{\sum w_i (\bar{Y}_i - \bar{Y})^2}{(k-1) + 2(k-2)(k+1)^{-1} \sum (n_i - 1)^{-1}(1-h_i)^2}.$$

### 2.3. Gene Selection

Our method of gene selection is based on correlation of genes and power of genes in discriminating between tumor types. Given the gene expression matrix $G$, the correlation between gene $r$ and gene $r'$ is

$$\frac{\sum_a (X_{rs} - \bar{X}_r) (X_{rs'} - \bar{X}_{r'})}{\sqrt{\sum_a (X_{rs} - \bar{X}_r)^2 \sum_a (X_{rs'} - \bar{X}_{r'})^2}},$$

where $\bar{X}_r = \sum_s X_{rs} / n$ represents the average level of the gene $r$, based on the $n$ samples.

Given a test statistic $T$ described above, we define the discriminatory power of a gene as the value of $T$ evaluated over the $n$ expression levels of the gene. This definition is based on the fact that with larger $T$ the null hypothesis $H_0 : \mu_1 = \mu_2 = \ldots = \mu_k$ will be rejected more likely. Therefore, the higher the discriminatory power is, the more powerful the gene is in discriminating between tumor types.

Assume that for the purpose of classification, we want to select a set of $m$ informative genes out of a total number of $p$ genes, where $m$ is a predetermined number. The selection requires that: a) each of the $m$ genes has a high score of discriminatory power and b) the correlation between any pair of genes is low. The selection process can be made in many different ways. This paper focuses on the following greedy algorithm. Choose a test statistic $T$. The first selected gene is the gene having the highest discriminatory power determined by $T$. Consider the set of all genes whose correlation to the chosen gene is not larger than the specified threshold $\theta$. The gene with the highest discriminatory power from this set is selected as the second informative gene. In general, the $l$th informative gene is the gene with the highest discriminatory power from the set of all genes whose correlation to each of the chosen $l - 1$ genes is not larger than $\theta$. The process is repeated and the selection is terminated after $m$ informative genes are obtained. This greedy algorithm applied to two-class classification is used in [7]. If $m$ is not given, the selection process could be continued until the correlation requirement fails. We use $\omega$ to denote the total number of informative genes selected in this scenario.

### 3. Results and Discussion

The gene selection procedure described above depends on the test statistics. Different test statistics may eventually lead to different prediction errors. In this section, we investigate such effects of the test statistics.

We used the following two datasets: LEUKEMIA72 with 6817 genes, 38 ALL-Becll, 9 ALL-Tcell, and 25 AML [6, 22] and OVARIAN with 7129 genes, 27 epithelial ovarian cancer cases, 5 normal tissues, and 4 malignant epithelial ovarian cell lines [18, 21]. The classification methods we used include the Nearest Neighbor, LogitBoost (DecisionStump as the classifier), C4.5, and Naive Bayes from the software Weka developed by Ian H. Witten and Eibe Frank. In addition, we chose $\theta = 0.1, 0.2, \ldots, 1.0$ with increment 0.1. Before any analysis, the expression values from each dataset were standardized so that the genes have mean 0 and variance 1 across the samples. We performed gene selection for each possible combination of test statistic and $\theta$. The number of genes selected was set to be the maximum of 100 and $\omega$. For each possible combination of test statistic, classification method, and $\theta$, we evaluated the prediction error using leave-one-out cross-validation.

Table 1 shows the summarized performance over the four test statistics. In the table, the first number in each cell represents the average of 40 prediction errors based on 10 values of $\theta$ and four classification algorithms. The second number in each cell is the median of the 40 prediction errors. It is seen that Brown-Forsythe test statistic $B$ has the best performance, since $B$ always achieves the lowest prediction error (average or median) for each dataset. These results indicate that the proposed models (Section 2.1) without assuming equal variances are appropriate in practice.
Table 1. Performance of the test statistics

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>B</th>
<th>C</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEUKEMIA</td>
<td>6.08%</td>
<td>6.01%</td>
<td>7.40%</td>
<td>7.53%</td>
</tr>
<tr>
<td></td>
<td>5.56%</td>
<td>4.86%</td>
<td>5.56%</td>
<td>5.56%</td>
</tr>
<tr>
<td>OVARIAN</td>
<td>5.21%</td>
<td>5.00%</td>
<td>10.83%</td>
<td>10.97%</td>
</tr>
<tr>
<td></td>
<td>2.78%</td>
<td>2.78%</td>
<td>11.11%</td>
<td>11.11%</td>
</tr>
</tbody>
</table>

4. Conclusions

In this paper we present a general procedure of gene selection, based on correlation and test statistics, for multiclass prediction of microarray data. Demonstration of the procedure on two datasets shows that Brown-Forsythe test statistic $B$ has the best performance among several test statistics, including the traditional ANOVA $F$ test statistic. For a more detailed examination of these statistics, more experiments on real datasets are needed. We expect to report further results along this direction in the near future.
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